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Abstract
The deployment of facial recognition systems in high-stakes
scenarios has sparked widespread concerns about privacy,
fairness, and accountability. A common response to these
concerns is the suggestion of adding a human in the loop
to provide oversight and ensure fairness and accountability.
However, the effectiveness of this approach is seldom stud-
ied empirically, and humans are known to have biases of
their own. In this position paper, we argue for the necessity
of empirical studies of human-in-the-loop facial recogni-
tion systems. We outline several technical and ethical chal-
lenges that arise when conducting such empirical studies
and when interpreting their results. Our goal is to initiate a
discussion about ways for AI and HCI researchers to work
together on human-centered approaches to empirically
studying human-in-the-loop facial recognition systems.
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Introduction
Facial recognition systems have been built into smartphones
and laptops to enhance security, deployed by U.S. law en-
forcement for crime prevention, and adopted by airlines to
verify passengers’ identities. However, the increasing use
of facial recognition systems in high-stakes scenarios has



sparked widespread concerns around privacy, fairness,
and accountability—especially as studies have shown that
face-related technologies differ in their performance for and
impacts on different demographic groups (e.g., [1, 3, 7]).

To mitigate these concerns, companies have begun to re-
lease principles or guidelines for the use of facial recog-
nition systems.1 One common theme is the suggestion of
adding a human in the loop to provide oversight. However,
although it is appealing to believe that human oversight will
lead to increased fairness and accountability, there is little
empirical evidence to support this claim. On the contrary,
there is evidence that humans are better at recognizing
faces of their own race than faces of other races (e.g., [5]).
As a result, one could imagine that adding a human in the
loop might exacerbate fairness issues. We therefore argue
that without empirical studies of human-in-the-loop facial
recognition systems, it is difficult to predict their effects.

Previous work has studied the effects of human-in-the-loop
systems in other high-stakes scenarios, such as judicial [2]
and medical [6] decision making. These studies have all
used controlled human-subject experiments to understand
system behavior and decision-making processes. We take
the perspective that similar methods should be used to
study human-in-the-loop facial recognition systems. How-
ever, as we have learned through trial and error in our own
research in this area, such human-subject experiments are
surprisingly difficult to perform conclusively in practice.

We first define a scenario in which one might think that a
human-in-the-loop facial recognition system would be ad-
vantageous. We use this scenario as a running example

1https://blogs.microsoft.com/wp-content/uploads/prod/
sites/5/2018/12/MSFT-Principles-on-Facial-Recognition.
pdf, https://aws.amazon.com/blogs/machine-learning/
some-thoughts-on-facial-recognition-legislation/

to illustrate several challenges that arise when designing
and conducting human-subject experiments and when in-
terpreting their results. We hope that our paper will initi-
ate a discussion about ways for AI and HCI researchers to
work together on human-centered approaches to empiri-
cally studying human-in-the-loop facial recognition systems.

Case Study: Access Control
Facial recognition systems are often proposed for building
access control. In this identification scenario, when a per-
son attempts to enter a building, her picture is taken and
automatically compared to a database of images of people
who are allowed to enter the building. If the facial recogni-
tion system finds a match—i.e., if the similarity score be-
tween the person’s picture and one of the images in the en-
rollment database exceeds a pre-defined threshold—then
the person is allowed to enter the building; otherwise, she
is denied entry. Adding a human in the loop might involve
deferring to the system if it finds a match, but asking the
human to intervene and make a decision if it does not.

Challenges of Human-Subject Experiments
To fully understand the effects of adding a human in the
loop, one would ideally perform a longitudinal study evalu-
ating the behavior of the system in a real-world deployment
context. However, such studies are expensive and time-
consuming, and they run the risk of exposing the people
who encounter the system to potential harms. We therefore
advocate for conducting human-subject experiments in sim-
ulated environments as a lower-cost, lower-risk first step.

Unfortunately, it is difficult to design and conduct human-
subject experiments that are reliable and generalizable—an
experimental environment will never exactly match the com-
plex, real-world system and its surrounding sociotechnical
context. Identifying sources of discrepancies between an



experimental environment and the real-world system can
help surface experimental limitations, enabling the design
of additional experiments to address those limitations. In
what follows, we illustrate several sources of discrepancies,
outlining resulting technical and ethical challenges, with ex-
amples from the access control scenario described above.

Data. Simulating a human-in-the-loop facial recognition
system requires generating or acquiring an appropriate
dataset of facial images. This can be challenging to do
while satisfying privacy and ethical constraints. In previ-
ous work on evaluating the performance of facial recogni-
tion systems, researchers have used datasets of images of
celebrities [8] or members of parliament [1], which can lead
to discrepancies between type and quality of the experi-
mental images and the images encountered in a real-world
deployment context. In an access control scenario, the im-
ages used to construct the enrollment database are typi-
cally well-lit, high-quality, front-facing images, while the pic-
tures taken when people attempt to enter the building are
typically less well lit, lower quality, and taken from less opti-
mal angles. Existing datasets seldom contain facial image
pairs that satisfy these requirements. Additionally, existing
datasets are rarely demographically diverse. Controlling for
variation in lighting, quality, or camera angles is extremely
challenging and can introduce uncertainty or errors when
interpreting results. Guo et al. [4] explore this topic in detail.

Participants. Because it is difficult to gain access to real
users (e.g., humans in the loop), participants in human-
subject experiments are typically students, recruited through
undergraduate course, or crowdworkers, recruited through
platforms such as Amazon Mechanical Turk. These partic-
ipants likely differ greatly from real users of facial recogni-
tion systems in terms of their level of expertise, education,
age, and incentives. In an access control scenario, humans

in the loop would likely have some amount of basic train-
ing about the facial recognition system and about facial
recognition more generally. Although some discrepancies
between experimental participants and real users can be
partially alleviated by recruiting participants using specific
criteria other discrepancies are harder to eliminate. For ex-
ample, providing appropriate training can be difficult.

Context. Participants can be placed in a simulated deploy-
ment context by, for example, asking them to play the role
of a human in the loop in an access control scenario. How-
ever, such a simulated deployment context can never fully
capture the nuances of a real-world deployment context, in
which the user’s job and potential safety may be at risk. In
some cases, it may even be preferable to avoid mimicking
a real-world deployment context too closely so as to avoid
limiting the generalizability of the experimental results. For
example, if the goal of an experiment is to study the effects
of a particular design decision in an access control scenario
and a watchlist scenario (e.g., when a person enters a sta-
dium, her picture is taken and automatically compared to
a database of images of a small number of known people
of interest), then a generic experiment that does not mimic
either scenario too closely will more likely yield results that
reflect the overall effects of the design decision in question.

User Interface. It is natural to assume that the user in-
terface (UI) of a human-in-the-loop facial recognition sys-
tem will affect users’ behavior. Ideally, an experimental UI
should therefore match the real UI as closely as possible.
However, there are no generally agreed-upon guidelines for
designing UIs for facial recognition systems, and few pub-
licly available examples. This places the burden of design-
ing a realistic experimental UI on the researchers, meaning
that their design decisions may influence the experimen-
tal results. For example, should a system display similarity



scores in an access control scenario? Different design deci-
sions may lead to different results. Indeed, in our research
in this area, we have found that even minor UI changes can
affect the behavior of participants, hindering generalizability.

Conclusion
In this position paper, we argued for the necessity of empiri-
cal studies of human-in-the-loop facial recognition systems,
employing controlled human-subject experiments to under-
stand system behavior and decision-making processes.
We outlined several technical and ethical challenges that
arise when conducting such empirical studies and when
interpreting their results. Addressing these challenges re-
quires close collaboration between AI and HCI researchers.
We hope that our paper will therefore initiate a discussion
about developing human-centered approaches to empiri-
cally studying human-in-the-loop facial recognition systems.
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