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Abstract

We study information elicitation in cost-func-
tion-based combinatorial prediction markets
when the market maker’s utility for information
decreases over time. In thesudden revelationset-
ting, it is known that some piece of information
will be revealed to traders, and the market maker
wishes to prevent guaranteed profits for trading
on the sure information. In thegradual decrease
setting, the market maker’s utility for (partial) in-
formation decreases continuously over time. We
design adaptive cost functions for both settings
which: (1) preserve the information previously
gathered in the market; (2) eliminate (or dimin-
ish) rewards to traders for the publicly revealed
information; (3) leave the reward structure unaf-
fected for other information; and (4) maintain the
market maker’s worst-case loss. Our construc-
tions utilize mixed Bregman divergence, which
matches our notion of utility for information.

1 INTRODUCTION

Prediction markets have been used to elicit information in
a variety of domains, including business [6, 7, 12, 28], pol-
itics [4, 29], and entertainment [25]. In a prediction mar-
ket, traders buy and sellsecuritieswith values that depend
on some unknown future outcome. For example, a mar-
ket might offer securities worth $1 if Norway wins a gold
medal in Men’s Moguls in the 2014 Winter Olympics and
$0 otherwise. Traders are given an incentive to reveal their
beliefs about the outcome by buying and selling securi-
ties, e.g., if the current price of the above security is $0.15,
traders who believe that the probability of Norway winning
is more than 15% are incentivized to buy and those who be-
lieve that the probability is less than 15% are incentivized
to sell. The equilibrium price reflects the market consensus
about the security’s expected payout (which here coincides
with the probability of Norway winning the medal).

There has recently been a surge of research on the design
of prediction markets operated by a centralized authority
called amarket maker, an algorithmic agent that offers to
buy or sell securities at some current price that depends on
the history of trades in the market. Traders in these markets
can express their belief whenever it differs from the cur-
rent price by either buying or selling, regardless of whether
other traders are willing to act as a counterparty, because
the market maker always acts as a counterparty, thus “pro-
viding the liquidity” and subsidizing the information col-
lection. This is useful in situations when the lack of in-
terested traders would negatively impact the efficiency in a
traditional exchange. Of particular interest to us arecombi-
natorial prediction markets[8–10, 17–19, 26] which offer
securities on various related events such as “Norway wins
a total of 4 gold medals in the 2014 Winter Olympics” and
“Norway wins a gold medal in Men’s Moguls.” In com-
binatorial markets with large, expressive security spaces,
such as an Olympics market with securities covering 88
nations participating in 98 events, the lack of an interested
counterparty is a major concern. Only a single trader may
be interested in trading the security associated with a spe-
cific event, but we would still like the market to incorporate
this trader’s information.

Most market makers considered in the literature are im-
plemented using a pricing function called thecost func-
tion [11]. While such markets have many favorable proper-
ties [1, 2], the current approaches have several drawbacks
that limit their applicability in real-world settings. First, ex-
isting work implicitly assumes that the outcome is revealed
all at once. When concerned about “just-in-time arbitrage,”
in which traders closer to the information source make last-
minute guaranteed profits by trading on the sure informa-
tion before the market maker can adjust prices, the market
maker can prevent such profits by closing the entire mar-
ket just before the outcome is revealed. This approach is
undesirable when partial information about the outcome is
revealed over time, as is often the case in practice, includ-
ing the Olympics market. For instance, we may learn the
results of Men’s Moguls before Ladies’ Figure Skating has
taken place. Closing a large combinatorial market when-
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ever a small portion of the outcome is determined seems to
be an unreasonably large intervention.

Second, in real markets, the information captured by the
market’s consensus prices often becomes less useful as the
revelation of the outcome approaches. Consider a market
over the event “Unemployment in the U.S. falls below 5.8%
by the end of 2015.” Although there may be a particular
moment when the unemployment rate is publicly revealed,
this information becomes gradually less useful as that mo-
ment approaches; the government may be less able to act
on the information as the end of the year draws near. In
the Olympics market, the outcome of a particular compe-
tition is often more certain as the final announcement ap-
proaches, e.g., if one team is far ahead by the half-time of
a hockey game, market forecasts become less interesting.
Existing market makers fail to take this diminishing utility
for information into account, with the strength of the mar-
ket incentives remaining constant over time.

To address these two shortcomings of existing markets, we
consider two settings:

• a sudden revelationsetting in which it is known that
some piece of information (such as the winner of Men’s
Moguls) will be publicly revealed at a particular time,
driving the market maker’s utility for this information to
zero; crucially, in this setting we assume that the market
makerdoes nothave direct access to this information at
the time it is revealed, which is realistic in the case of the
Olympics where a human might not be available to input
winners for all 98 events in real time;

• a gradual decreasesetting in which the market maker
has a diminishing utility for a piece of information (such
as the unemployment rate for 2015) over time and there-
fore is increasingly unwilling to pay for this information
even while other information remains valuable.

The sudden revelation setting can be viewed as a special
case of the gradual decrease setting. In both cases, we
model the relevant information as a variableX , represent-
ing a partly determined outcome such as the identity of the
gold medal winner in a single sports event.

We consider cost-function-based market makers in which
the cost function switches one or many times, and aim to
design switching strategies such that: (1) information pre-
viously gathered in the market is not lost at the time of the
switch, (2) a trader who knows the value ofX but has no
additional information is unable to profit after the switch
(for the sudden revelation setting) or is able to profit less
and less over time (in the gradual decrease setting), and (3)
the market maker maintains the same reward structure for
any other information that traders may have. To formalize
these objectives, we define the notion of the market maker’s
utility (Sec.2) and show how it corresponds to themixed
Bregman divergence[13, 15] (Sec.2.5).

For the sudden revelation setting (Sec.3), we introduce a
generic cost function switching technique which in many
cases removes the rewards for “just-in-time arbitragers”
who know only the value ofX , while allowing traders with
other information to profit, satisfying our objectives.

For the gradual decrease setting (Sec.4), we focus onlin-
early constrained market makers(LCMMs) [13], propos-
ing a time-sensitive market maker that gradually decreases
liquidity by employing the cost function of a different
LCMM at each point in time, again meeting our objectives.

Others have considered the design of cost-function-based
markets with adaptive liquidity [3, 21–24]. That line of re-
search has typically focused on the goal of slowing down
price movement as more money enters the market. In
contrast, we adjust liquidity to reflect the current market
maker’s utility which can be viewed as something external
to trading in the market. Additionally, we change liquidity
only in the “low-utility” parts of the market, whereas previ-
ous work considered market-wide liquidity shifts. Brahma
et al. [5] designed a Bayesian market maker that adapts to
perceived increases in available information. Our market
maker does not try to infer high information periods, but as-
sumes that a schedule of public revelations is given a priori.
Our market makers have guaranteed bounds on worst-case
loss whereas those of Brahma et al. [5] do not.

2 SETTING AND DESIDERATA

We begin by reviewing cost-function-based market making
before describing our desiderata. Here and throughout the
paper we make use of many standard results from convex
analysis, summarized in AppendixA. All of the proofs in
this paper are relegated to the appendix.1

2.1 COST-FUNCTION-BASED MARKET MAKING

Let Ω denote theoutcome space, a finite set of mutually
exclusive and exhaustive states of the world. We are inter-
ested in the design of cost-function-based market makers
operating over a set ofK securitieson Ω specified by a
payoff functionρ : Ω → R

K , whereρ(ω) denotes the
vector of security payoffs if the outcomeω ∈ Ω occurs.
Traders may purchasebundlesr ∈ R

K of securities from
the market maker, withri denoting the quantity of security
i that the trader would like to purchase; negative values of
ri are permitted and represent short selling. A trader who
purchases a bundler of securities pays a specified cost for
this bundle up front and receives a (possibly negative) pay-
off of ρ(ω) · r if the outcomeω ∈ Ω occurs.

Following Chen and Pennock [11] and Abernethy et al.
[1, 2], we assume that the market maker initially prices se-
curities using a convex potential functionC : RK → R,

1The full version of this paper on arXiv includes the appendix.



called thecost function. The current state of the market is
summarized by a vectorq ∈ R

K , whereqi denotes the total
number of shares of securityi that have been bought or sold
so far. If the market state isq and a trader purchases the
bundler, he must pay the market makerC(q+ r)−C(q).
The new market state is thenq+r. Theinstantaneous price
of securityi is ∂C(q)/∂qi whenever well-defined; this is
the price per share of an infinitesimally small quantity of
securityi, and is frequently interpreted as the traders’ col-
lective belief about the expected payoff of this security.
Any expected payoff must lie in the convex hull of the set
{ρ(ω)}ω∈Ω, calledprice space, denotedM.

While our cost function might not be differentiable at all
statesq, it is alwayssubdifferentiablethanks to convex-
ity, i.e., its subdifferential∂C(q) is non-empty for eachq
and, if it is a singleton, it coincides with the gradient. Let
p(q) := ∂C(q) be called theprice map. The setp(q) is
always convex and can be viewed as a multi-dimensional
version of the “bid-ask spread”. In a stateq, a trader can
make an expected profit if and only if he believes that
E[ρ(ω)] 6∈ p(q). If C is differentiable atq, we slightly
abuse notation and also usep(q) := ∇C(q).

We assume that the cost function satisfies two standard
properties: no arbitrageand bounded loss. The former
means that as long as all outcomesω are possible, there
are no market transactions with a guaranteed profit for a
trader. The latter means that the worst-case loss of the mar-
ket maker is a priori bounded by a constant. Together, they
imply that the cost functionC can be written in the form
C(q) = supµ∈M[µ · q − R(µ)], whereR is the convex
conjugate ofC, with domR = M. See Abernethy et al.
[1, 2] for an analysis of the properties of such markets.

Example 1. Logarithmic market-scoring rule (LMSR).
The LMSR of Hanson [18, 19] is a cost function for a
complete marketwhere traders can express any probabil-
ity distribution overΩ. Here, for anyK ≥ 1, Ω = [K] :=
{1, . . . ,K} andρi(ω) = 1[i = ω] where1[·] is a 0/1 indi-
cator, i.e., the securityi pays out $1 if the outcomei occurs
and $0 otherwise. The price spaceM is the simplex of
probability distributions inK dimensions. The cost func-
tion is C(q) = ln

(
∑K

i=1 e
qi
)

, which is differentiable and

generates pricespi(q) = eqi/
(
∑K

j=1 e
qj
)

. HereR is the

negative entropy function,R(µ) =
∑K

i=1 µi lnµi.

Example 2. Square. The square market consists of two
independent securities (K = 2) each paying out either
$0 or $1. This can be encoded asΩ = {0, 1}2 with
ρi(ω) = ωi for i = 1, 2. The price space is the unit
squareM = [0, 1]2. Consider the cost functionC(q) =
ln
(

1+ eq1
)

+ ln
(

1+ eq2
)

, which is differentiable and gen-
erates pricespi(q) = eqi/(1 + eqi) for i = 1, 2. Using this
cost function is equivalent to running two independent bi-
nary markets, each with an LMSR cost function. We have
R(µ) =

∑2
i=1 µi lnµi + (1− µi) ln(1− µi).

PROTOCOL 1: Sudden Revelation Market Makers
Input: initial cost functionC, initial statesini, switch timet,

update functionsNewCost(q), NewState(q)

Until time t:
sell bundlesr1, . . . , rN priced usingC

for the total costC(sini+r)− C(sini) wherer =
∑

N

i=1
r
i

let s = s
ini+ r

At time t:
C̃ ← NewCost(s)
s̃← NewState(s)

After time t:
sell bundles̃r1, . . . , r̃Ñ priced usingC̃

for the total costC̃(s̃+ r̃)− C̃(s̃) wherer̃ =
∑

Ñ

i=1
r̃
i

let s̃fin = s̃+ r̃

Observeω
Pay(r + r̃) · ρ(ω) to traders

PROTOCOL 2: Gradual Decrease Market Makers
Input: time-sensitive cost functionC(q; t),

initial states0, initial time t0,
update functionNewState(q; t, t′)

For i = 1, . . . , N (whereN is an unknown number of trades):
at timeti ≥ ti−1: receive a request for a bundleri

s̃
i−1 ← NewState(si−1; ti−1, ti)

sell the bundleri

for the costC(s̃i−1 + r
i; ti)−C(s̃i−1; ti)

s
i ← s̃

i−1 + r
i

Observeω
Pay

∑
N

i=1
r
i · ρ(ω) to traders

Example 3. Piecewise linear cost.Here we describe a
non-differentiable cost function for a single binary security
(K = 1). Let Ω = {0, 1} andρ(ω) = ω, soM = [0, 1].
The cost function isC(q) = max{0, q}. It gives rise to the
price map such thatp(q) = 0 if q < 0, andp(q) = 1 if
q > 0, but atq = 0, we havep(q) = [0, 1], i.e., because
of non-differentiability we have a bid-ask spread atq = 0.
Here,R(µ) = I

[

µ ∈ [0, 1]
]

whereI[·] is a0/∞ indicator,
equal to0 if true and∞ if false. This market is uninterest-
ing on its own, but will be useful to us in Sec.3.3.

2.2 OBSERVATIONS AND ADAPTIVE COSTS

We study two settings. In thesudden revelation setting, it
is known to both the market maker and the traders that at
a particular point in time (the observation time) some in-
formation about the outcome (an observation) will be pub-
licly revealed to the traders, but not to the market maker.
More precisely, let any function onΩ be called arandom
variable and its value called therealization of this ran-
dom variable. Given a random variableX : Ω → X ,
we assume that its realization is revealed to the traders
at the observation time. For a random variableX and a
possible realizationx, we define theconditional outcome
spaceby Ωx := {ω ∈ Ω : X(ω) = x}. After observ-
ing X = x (where, using standard random variable short-
hand, we writeX for X(ω)), the traders can conclude that



ω ∈ Ωx. Note that the sets{Ωx}x∈X form a partition ofΩ.

We designsudden revelation market makers(Protocol1)
that replace the cost functionC with a new cost functioñC,
and the current market states (i.e., the current value ofq in
the definition above) with a new market states̃ in order to
reflect the decrease in the utility for information aboutX .
Such a switch would typically occur just before the obser-
vation time. Note that we allow the new cost functionC̃ as
well as the new statẽs to be chosen adaptively according
to the last states of the original cost functionC.

In thegradual decreasesetting, the utility for information
about a future observationX is decreasing continuously
over time. We use agradual decrease market maker(Pro-
tocol 2) with a time-sensitive cost functionC(q; t) which
sells a bundler for the costC(q+r; t)−C(q; t) at timet,
when the market is in a stateq. We place no assumptions
onC other than that for eacht, the functionC(·; t) should
be an arbitrage-free bounded-loss cost function. The mar-
ket maker may modify the state between the trades.

Protocol 2 alternates between trades and cost-function
switches akin to those in Protocol1. In each iterationi,
the cost functionC(·; ti−1) is replaced by the cost func-
tion C(·; ti) while simultaneously replacing the statesi−1

by the statẽsi−1. Crucially, unlike Protocol1, the cost-
function switch here isstate independent, so any state-
dependent adaptation happens through the state update.2

At a high level, within each of the protocols, our goal is to
design switch strategies that satisfy the following criteria:

• Any information that has already been gathered from
traders about the relative likelihood of the outcomes in
the conditional outcome spaces is preserved.

• A trader who has information about the observationX
but has no additional information about the relative like-
lihood of outcomes in the conditional outcome spaces is
unable to profit from this information (for sudden reve-
lation), or the profits of such a trader are decreasing over
time (for gradual decrease).

• The market maker continues to reward traders for new
information about the relative likelihood of outcomes in
the conditional outcome spaces as it did before, with
prices reflecting the market maker’s utility for informa-
tion within these sets of outcomes.

To reason about these goals, it is necessary to define what
we mean by the information that has been gathered in the
market and the market maker’s utility.

2.3 MARKET MAKER’S UTILITY

By choosing a cost function, the market maker creates an
incentive structure for the traders. Ideally, this incentive

2This simplifying restriction matches our solution conceptin
Sec.4, but it could be dropped for greater generality.

structure should be aligned with the market maker’s sub-
jective utility for information. That is, the amount the mar-
ket maker is willing to pay out to traders should reflect the
market maker’s utility for the information that the traders
have provided. In this section, we study how the traders
are rewarded for various kinds of information, and use the
magnitude of their profits to define the market maker’s im-
plicit “utility for information” formally.

We start by defining the market maker’s utility for a belief,
where abelief µ ∈ M is a vector of expected security
payoffsE[ρ(ω)] for some distribution overΩ.

Definition 1. The market maker’sutility for a beliefµ ∈
M relative to the stateq is the maximum expected payoff
achievable by a trader with beliefµ when the current mar-
ket state isq:

Util(µ; q) := supr∈RK

[

µ · r − C(q + r) + C(q)
]

.

Any subsetE ⊆ Ω is referred to as anevent. Observations
X = x correspond to eventsΩx. Suppose that a trader has
observed an event, i.e., a trader knows thatω ∈ E , but is
otherwise uninformed. The market maker’s utility for that
event can then be naturally defined as follows.

Definition 2. Theutility for a (non-null) eventE ⊆ Ω rel-
ative to the market stateq is the largest guaranteed payoff
that a trader who knowsω ∈ E (and has only this informa-
tion) can achieve when the current market state isq:

Util(E ; q) := sup
r∈RK

min
ω∈E

[

ρ(ω) · r − C(q + r) + C(q)
]

.

Finally, consider the setting in which a trader has ob-
served an eventE , and also holds a beliefµ consistent
with E . Specifically, letM(E) denote the convex hull of
{ρ(ω)}ω∈E , which is the set of beliefs consistent with the
eventE , and assumeµ ∈ M(E). Then we can define the
“excess utility for the beliefµ” as the excess utility pro-
vided byµ over just the knowledge ofE .

Definition 3. Given an eventE and a beliefµ ∈ M(E),
theexcess utility ofµ overE , relative to the stateq is:

Util(µ | E ; q) = Util(µ; q)− Util(E ; q) .

Note that in these definitions a trader can always choose
not to trade (r = 0), so the utility for a belief and an
event is non-negative. Also it is not too difficult to see that
Util(µ; q) ≥ Util(E ; q) for anyµ ∈ M(E), so the ex-
cess utility for a belief is also non-negative.

In Sec.2.5, we show that given a stateq and a non-null
eventE , there always exists a (possibly non-unique) belief
µ ∈ E such thatUtil(µ | E ; q) = 0. Thus, a trader with
such a “worst-case” belief is able to achieve in expecta-
tion no reward beyond what any trader that just observedE
would receive. We show that these worst-case beliefs corre-
spond to certain kinds of “projections” of the current price
p(q) ontoM(E). For LMSR, the projections are with re-
spect to KL divergence and correspond to the usual condi-
tional probability distributions. Moreover, for sufficiently



Table 1: Information Desiderata

PRICE Preserve prices:
p̃(s̃) = p(s).

CONDPRICE Preserve conditional prices:
p̃(X= x; s̃) = p(X= x;s) ∀x ∈ X .

DECUTIL Decrease profits for uninformed traders:
~Util(X=x; s̃) ≤ Util(X= x;s) ∀x∈X ,

with sharp inequality ifUtil(X= x;s) > 0.

ZEROUTIL No profits for uninformed traders:
~Util(X=x; s̃) = 0 ∀x ∈ X .

EXUTIL Preserve excess utility:
~Util(µ|X= x; s̃) = Util(µ|X= x; s)

for all x ∈ X andµ ∈ M(X=x).

smooth cost functions (including LMSR) they correspond
to market prices that result when a trader is optimizing his
guaranteed profit from the informationω ∈ E as in Defini-
tion 2 (see AppendixE). Because of this motivation, such
beliefs are referred to as “conditional price vectors.”

Definition 4. A vectorµ ∈ M(E) is called aconditional
price vector, conditioned onE , relative to the stateq if
Util(µ; q) = Util(E ; q). The set of such conditional
price vectors is denoted

p(E ; q) := {µ ∈ M(E) : Util(µ; q) = Util(E ; q)} .

See AppendixF for additional motivation for our defini-
tions of utility and conditioning. With these notions de-
fined, we can now state our desiderata.

2.4 DESIDERATA

Recall that we aim to design mechanisms which replace a
cost functionC at a states, with a new cost functioñC at
a states̃. Let Util denote the utility for information with
respect toC and~Util with respect toC̃, and letp andp̃
be the respective price maps. In our mechanisms, we at-
tempt to satisfy (a subset of) the conditions on information
structures as listed in Table1.

Conditions PRICE and CONDPRICE capture the require-
ment to preserve the information gathered in the market.
The current pricep(q) is the ultimate information content
of the market at a stateq beforethe observation time, but
it is not necessarily the right notion of information content
after the observation time. When we do not know the re-
alizationx, we may wish to set up the market so that any
trader who has observedX = x and would like to max-
imize the guaranteed profit would move the market to the
same conditional price vector as in the previous market.
This is captured by CONDPRICE.

DECUTIL models a scenario in which the utility for infor-
mation aboutX decreases over time, and ZEROUTIL rep-
resents the extreme case in which utility decreases to zero.
These conditions are in friction with EXUTIL , which aims

to maintain the utility structure over the conditional out-
come spaces. A key challenge is to satisfy EXUTIL and
ZEROUTIL (or DECUTIL ) simultaneously.

Apart from the information desiderata of Table1, we would
like to maintain an important feature of cost-function-based
market makers: their ability to bound the worst-case loss
to the market maker. Specifically, we would like to show
that there is somefinite bound (possibly depending on the
initial state) such that no matter what trades are executed
and which outcomeω occurs, the market maker will lose
no more than the amount of the bound. It turns out that
the solution concepts introduced in this paper maintain the
same loss bound as guaranteed for using just the market’s
original cost functionC, but since the focus of the paper
is on the information structures, worst-case loss analysisis
relegated to AppendixH.

In Sec.3, we study in detail the sudden revelation set-
ting with the goal of instantiating Protocol1 in a way
that achieves ZEROUTIL while satisfying CONDPRICE and
EXUTIL . Our key result is a characterization and a geomet-
ric sufficient condition for when this is possible.

In Sec. 4, we examine instantiations of Protocol2 for
the gradual decrease setting. Our construction focuses on
linearly-constrained market makers (LCMM) [13], which
naturally decompose into submarkets. We show how to
achieve PRICE, CONDPRICE, DECUTIL and EXUTIL in
LCMMs. We also show that it is possible to simultaneously
decrease the utility for information in each submarket ac-
cording to its own schedule, while maintaining PRICE.

Before we develop these mechanisms, we introduce the
machinery of Bregman divergences, which helps us ana-
lyze notions of utility for information.

2.5 BREGMAN DIVERGENCE AND UTILITY

To analyze the market maker’s utility for information, we
show how it corresponds to a specific notion of distance
built into the cost function, themixed (or generalized)
Bregman divergence[13, 15]. Let R be the conjugate
of C. 3 The mixed Bregman divergence between a beliefµ

and a stateq is defined asD(µ‖q) := R(µ)+C(q)−q ·µ.
The conjugacy ofR andC implies thatD(µ‖q) ≥ 0 with
equality iff µ ∈ ∂C(q) = p(q), i.e., if the price vector
“matches” the state (see AppendixA). The geometric inter-
pretation of mixed Bregman divergence is as a gap between
a tangent and the graph of the functionR (see Fig.1).

To see how the divergence relates to traders’ beliefs, con-
sider a trader who believes thatE[ρ(ω)] = µ′ and moves
the market from stateq to stateq′. The expected pay-
off to this trader is(q′ − q) · µ′ − C(q′) + C(q) =
D(µ′‖q)−D(µ′‖q′). This payoff increases asD(µ′‖q′)

3The conjugate is also, less commonly, called the “dual”.



D(µ ‖ q)
R

µ

tangentt with slopeq

Figure 1: The mixed Bregman divergenceD(µ‖q) derived from
the conjugate pairC andR measures the distance between the
tangent with slopeq and the value ofR evaluated atµ. By conju-
gacy, the tangentt is described byt(µ) = µ ·q−C(q). Note that
the divergence is well defined even whenR is not differentiable,
because each slope vector determines a unique tangent.

decreases. Thus, subject to the trader’s budget constraints,
the trader is incentivized to move to the stateq′ which is
as “close” to his/her beliefµ′ as possible in the sense of a
smaller valueD(µ′‖q′), with the largest expected payoff
whenD(µ′‖q′) = 0. This argument shows thatD(·‖·) is
an implicit measure of distance used by traders.

The next theorem shows that the Bregman divergence also
matches the concepts defined in Sec.2.3. Specifically, we
show that (1) the utility for a belief coincides with the Breg-
man divergence, (2) the utility for an eventE is the small-
est divergence between the current market state andM(E),
and (3) the conditional price vector is the (Bregman) pro-
jection of the current market state onM(E), i.e., it is a
belief inM(E) that is “closest to” the current market state.

Theorem 1. Letµ ∈ M, q ∈ R
K and∅ 6= E ⊆ Ω. Then

Util(µ; q) = D(µ‖q) , (1)

Util(E ; q) = minµ′∈M(E)D(µ′‖q) , (2)

p(E ; q) = argminµ′∈M(E)D(µ′‖q) . (3)

We finish this section by characterizing when EXUTIL is
satisfied and showing that it implies CONDPRICE. Recall
thatΩx = {ω : X(ω) = x} and letMx := M(Ωx).

Proposition 1. EXUTIL holds if and only if for allx ∈ X ,
there exists somecx such that for allµ ∈ Mx, D(µ‖s)−
D̃(µ‖s̃) = cx. Moreover,EXUTIL impliesCONDPRICE.

3 SUDDEN REVELATION

In this section, we consider the design of sudden revelation
market makers (Protocol1). In this setting, partial informa-
tion in the form of the realization ofX is revealed to mar-
ket participants (but not to the market maker) at a predeter-
mined time, as might be the case if the medal winners of an
Olympic event are announced but no human is available to
input this information into the automated market maker on
behalf of the market organizer. The random variableX and
the observation time are assumed to be known, and the mar-
ket maker wishes to “close” the submarket with respect to
X just before the observation time, without knowing the re-
alizationx, while leaving the rest of the market unchanged.

Stated in terms of our formalism, we wish to find func-
tionsNewState andNewCost from Protocol1 such that the
desiderata CONDPRICE, EXUTIL , and ZEROUTIL from
Table1 are satisfied. This implies that traders who know
only thatX = x are not rewarded after the observation
time, but traders with new information about the outcome
space conditioned onX = x are rewarded exactly as be-
fore. As a result, trading immediately resumes in a “con-
ditional market” onM(Ωx) for the correct realizationx,
without the market maker needing to knowx and without
any other human intervention. We refer to the goal of si-
multaneously achieving CONDPRICE, EXUTIL , and ZE-
ROUTIL as achievingimplicit submarket closing.

For convenience, throughout this section we writeMx :=
M(Ωx) to denote the conditional price space, andM⋆ :=
⋃

x∈X Mx to denote prices possible after the observation.

3.1 SIMPLIFYING THE OBJECTIVE

We first show that achieving implicit submarket closing can
be reduced to finding a functioñR satisfying a simple set of
constraints, and definingNewCost to return the conjugate
C̃ of R̃. As a first step, we observe that it is without loss
of generality to letNewState be an identity map, i.e., to
assume that̃s = s; when this is not the case, we can obtain
an equivalent market by setting̃s = s and shiftingC̃ so
that the Bregman divergence is unchanged.

Lemma 1. Any desideratum of Table1 holds forC̃ ands̃ if
and only if it holds forC̃′(q) = C̃(q+ s̃− s) ands̃′ = s.

To simplify exposition, we assume thats̃ = s through-
out the rest of the section as we search for conditions on
NewCost that achieve implicit submarket closing. Under
this assumption, Proposition1 can be used to characterize
our goal in terms of̃R. Specifically, we show that EXUTIL

and CONDPRICE hold if R̃ differs fromR by a (possibly
different) constant on each conditional price spaceMx.

Lemma 2. Whens̃ = s, EXUTIL and CONDPRICE hold
together if and only if there exist constantsbx for x ∈ X
such thatR̃(µ) = R(µ)− bx for all x ∈ X andµ ∈ Mx.

This suggests parameterizing our search forR̃ by vectors
b = {bx}x∈X . Forb ∈ R

X , define a function

Rb(µ) =

{

R(µ)− bx if µ ∈ Mx, x ∈ X ,

∞ otherwise.

If the setsMx overlap,Rb is not well defined for allb.
Whenever we writeRb, we assume thatb is such thatRb

is well defined. To satisfy Lemma2 with a specificb, it
suffices to find a convex functioñR “consistent with”Rb

in the following sense.

Definition 5. We say that a functioñR is consistentwith
Rb if R̃(µ) = Rb(µ) for all µ ∈ M⋆.

We next simplify our objective further by proving that



whenever implicit submarket closing is achievable, it suf-
fices to consider functionsNewCost that setC̃ to be the
conjugate of the largest convex function consistent withRb

for someb ∈ R
X . To establish this, we examine properties

of theconvex roofof Rb, the largest convex function that
lower-bounds (but is not necessarily consistent with)Rb.

Definition 6. Given a functionf : RK → (−∞,∞], the
convex roofof f , denoted(conv f), is the largest convex
function lower-boundingf , defined by

(conv f)(x) := sup {g(x) : g ∈ G, g ≤ f}

whereG is the set of convex functionsg : RK → (−∞,∞],
and the conditiong ≤ f holds pointwise.

The convex roof is analogous to a convex hull, and the epi-
graph of(conv f) is the convex hull of the epigraph off .
See Hiriart-Urruty and Lemaréchal [30, §B.2.5] for details.

Example 4. Recall the square market of Example2. Let
X(ω) = ω1, so traders observe the payoff of the first
security at observation time. ThenMx = {x} × [0, 1]
for x ∈ {0, 1}. For simplicity, letb = 0. We have
Rb(µ) = µ2 lnµ2+(1−µ2) ln(1−µ2) for µ ∈ M1∪M2

andRb(µ) = ∞ for all otherµ. Examining the convex hull
of the epigraph ofRb gives us that for allµ ∈ [0, 1]2, we
have(convRb)(µ) = µ2 lnµ2 + (1− µ2) ln(1− µ2).

As this example illustrates, the roof ofRb is the “flattest”
convex function lower-boundingRb. Given the geomet-
ric interpretation of Bregman divergence (Fig.1), a “flat-
ter” R̃ yields a smaller utility for information. This flatness
plays a key role in achieving ZEROUTIL . Assume that̃R
is consistent withRb, so CONDPRICE and EXUTIL hold
by Lemma2. Following the intuition in Fig.1, to achieve
ZEROUTIL , i.e., D̃(µ̂x‖s) = 0 across allx ∈ X and
µ̂x ∈ p(Ωx; s), it must be the case that for allx andµ̂x, the
function valuesR̃(µ̂x) lie on the tangent of̃R with slope
s. That is, the graph of̃R needs to beflat across the points
µ̂x. This suggests that the roof might be a good candidate
for R̃. This intuition is formalized in the following lemma,
which states that instead of considering arbitrary convexR̃
consistent withRb, we can consider̃R which take the form
of a convex roof.

Lemma 3. If any convex functioñR is consistent withRb

then so is the convex roof̃R′ = (convRb). Furthermore, if
R̃ satisfiesZEROUTIL or DECUTIL then so does̃R′.

3.2 IMPLICIT SUBMARKET CLOSING

We now have the tools to answer the central question of this
section: When can we achieve implicit submarket closing?
Lemma1 implies that we can assume thatNewState is the
identity function, and Lemmas2 and3 imply that it suffices
to consider functionsNewCost that setC̃ to the conjugate
of R̃ = (convRb) for someb ∈ R

X . What remains is to
find the vectorb that guarantees ZEROUTIL . As mentioned
above, ZEROUTIL is satisfied if and only if

(

µ̂x, R̃(µ̂x)
)

lies on the tangent of̃R with the slopes for all x ∈ X and
µ̂x ∈ p(Ωx; s). This implies thatR̃(µ̂x) = µ̂x · s − c for
all x andµ̂x and some constantc. The specific choice ofc
does not matter sincẽD is unchanged by vertical shifts of
the graph ofR̃. For convenience, we setc = C(s), which
makes the tangents ofR andR̃ with the slopes coincide.
This and Lemma2 then yield the choice ofb = b̂, with

b̂x := R(µ̂x) + C(s)− µ̂x · s = D(µ̂x‖s) (4)

for all x and any choice of̂µx ∈ p(Ωx; s). The result-
ing construction ofR̃ = (convRb̂) can be described using
geometric intuition. First, consider the tangent ofR with
slope equal to the current market states. For eachx ∈ X ,
take the subgraph ofR over the setMx and let it “fall”
vertically until it touches this tangent at the pointµ̂x. The
set of fallen graphs for allx together describesRb̂ and the
convex hull of the fallen epigraphs yields̃R = (convRb̂).

DefiningNewCost using this construction guarantees ZE-
ROUTIL , but CONDPRICE and EXUTIL are achieved only
whenR̃ is consistent withRb̂. Conversely, whenever the
three properties are achievable, this construction produces
a functionR̃ consistent withRb̂. This yields a full charac-
terization of when implicit submarket closing is achievable.

Theorem 2. Let b̂ be defined as in Eq.(4). CONDPRICE,
EXUTIL , andZEROUTIL can be satisfied using Protocol1
if and only if(convRb̂) is consistent withRb̂. In this case,
they can be achieved withNewState as the identity and
NewCost outputting the conjugate of̃R = (convRb̂).

3.3 CONSTRUCTING THE COST FUNCTION

Theorem2 describes how to achieve implicit submarket
closing by defining the cost functioñC output byNewCost
implicitly via its conjugateR̃. In this section, we provide
an explicit construction of the resulting cost function, and
illustrate the construction through examples.

Fixing R, for eachx ∈ X define a functionCx(q) :=
supµ∈Mx

[

q ·µ−R(µ)
]

. Each functionCx can be viewed
as a bounded-loss and arbitrage-free cost function for out-
comes inΩx. The conjugate of eachCx coincides withR
onMx (and is infinite outsideMx). The explicit expres-
sion forC̃ is described in the following proposition.

Proposition 2. For a givenC with conjugateR, definêb
as in Eq.(4) and letR̃ = (convRb̂). The conjugatẽC of
R̃ can be writtenC̃(q) = maxx∈X

[

b̂x+Cx(q)
]

. Further-

more, for eachx ∈ X , b̂x = C(s)− Cx(s).

At any market stateq with a uniquêx := argmaxx∈X

[

b̂x+

Cx(q)
]

, the price according tõC lies in the setMx̂. When
x̂ is not unique, the market has a bid-ask spread. The addi-
tion of b̂x ensures that the bid-ask spread at the market state
s contains conditional priceŝµx across allx. To illustrate
this construction, we return to the example of a square.



Example 5. Consider again the square market from Ex-
amples2 and 4 with X(ω) = ω1. One can verify that
Cx(q) = xq1 + ln

(

1 + eq2
)

for x ∈ {0, 1}. Prop.2 gives

C̃(q) = maxx∈{0,1}

[

x(q1−s1)+ln(1+eq2)+ln(1+es1)
]

= max{0, q1 − s1}+ ln(1 + es1) + ln(1 + eq2).

In switching fromC to C̃ we have effectively changed the
first term of our cost from a basic LMSR cost for a single
binary security to the piecewise linear cost of Example3,
introducing a bid-ask spread for security 1 whenq1 = s1;
statesq = (s1, q2) havep̃(q) = [0, 1]× {eq2/(1 + eq2)}.
The market for security 1 has thus implicitly closed; as the
new market begins withq = s, any trader can switch the
price of security 1 to 0 or 1 by simply purchasing an in-
finitesimal quantity of security 1 in the appropriate direc-
tion, at essentially no cost and with no ability to profit.

The example above illustrates our cost function construc-
tion, but does not show that̃R is consistent withRb̂ as
required by Theorem2. In fact, it is consistent. This fol-
lows from the sufficient condition proved in AppendixG.2.
Briefly, the condition is thatM⋆ does not contain any price
vectorsµ that can be expressed as nontrivial convex com-
binations of vectors from multipleMx.

In Appendix G.3, we show that this sufficient condition
applies to many settings of interest such as arbitrary par-
titions of simplex and submarket observations in binary-
payoff LCMMs (defined in Sec.4), which were used to run
a combinatorial market for the 2012 U.S. Elections [14].

A case in which the sufficient condition is violated is the
square market withX(ω) = ω1 + ω2 ∈ {0, 1, 2}, where
M0 = (0, 0) andM2 = (1, 1) but (12 ,

1
2 ) = 1

2 (0, 0) +
1
2 (1, 1) ∈ M1. This particular example also fails to satisfy
Theorem2 (see AppendixG.1), but in general the sufficient
condition is not necessary (see AppendixG.4).

4 GRADUAL DECREASE

We now consider gradual decrease market makers (Proto-
col 2) for the gradual decrease setting in which the utility
of information about a future observationX is decreasing
continuously over time. We focus onlinearly constrained
market makers(LCMMs) [13], which naturally decompose
into submarkets. Our proposed gradual decrease market
maker employs a different LCMM at each time step, and
satisfies various desiderata of Sec.2.4between steps.

As a warm-up for the concepts introduced in this section,
we show how the “liquidity parameter” can be used to im-
plement a decreasing utility for information.

Example 6. Homogeneous decrease in utility for informa-
tion. We begin with a differentiable cost functionC in a
states. Letα ∈ (0, 1), and defineC̃(q) = αC(q/α), and
s̃ = αs. C̃ is parameterized by the “liquidity parameter”α.

The transformatioñs guarantees the preservation of prices,
i.e., p̃(s̃) = ∇C̃(s̃) = α∇C(s̃/α)/α = ∇C(s) = p(s).
We can derive that̃R(µ) = αR(µ), and D̃(µ‖q) =
αD(µ‖q/α), so, for all µ, D̃(µ‖s̃) = αD(µ‖s). In
words, the utility for all beliefsµ with respect to the current
state is decreased according to the multiplierα.

This idea will be the basis of our construction. We next de-
fine the components of our setup and prove the desiderata.

4.1 LINEARLY CONSTRAINED MARKETS

Recall thatρ : Ω → R
K is the payoff function. LetG be

a system of non-empty disjoint subsetsg ⊆ [K] forming a
partition of coordinates ofρ, so[K] =

⋃

g∈G g. We use the
notationρg(ω) := (ρi(ω))i∈g for the block of coordinates
in g, and similarlyµg andqg. Blocksg describe groups
of securities that are treated as separate “submarkets,” but
there can be logical dependencies among them.

Example 7. Medal counts.Consider a prediction market
for the Olympics. Assume that Norway takes part inn
Olympic events. In each, Norway can win a gold medal
or not. Encode this outcome space asΩ = {0, 1}n. De-
fine random variablesXi(ω) = ωi equal to 1 iff Norway
wins gold in theith Olympic event. Also define a random
variableY =

∑n
i=1 Xi representing the number of gold

medals that Norway wins in total. We createK = 2n + 1
securities, corresponding to 0/1 indicators of the form
1[Xi = 1] for i ∈ [n] and1[Y = y] for y ∈ {0, . . . , n}.
That is,ρi = Xi for i ∈ [n] andρn+1+y = 1[Y = y] for
y ∈ {0, . . . , n}. A natural block structure in this market
is G =

{

{1}, {2}, . . . , {n}, {n + 1, . . . , 2n + 1}
}

with
submarkets corresponding to theXi andY .

Given the block structureG, the construction of a lin-
early constrained market begins with bounded-loss and
arbitrage-free convex cost functionsCg : R

g → R with
conjugatesRg and divergencesDg for eachg ∈ G. These
cost functions are assumed to be easy to compute and give
rise to a “direct-sum” costC⊕(q) =

∑

g∈G Cg(qg) with
the conjugateR⊕(µ) =

∑

g∈G Rg(µg) and divergence
D⊕(µ‖q) =

∑

g∈G Dg(µg‖qg).

SinceC⊕ decomposes, it can be calculated quickly. How-
ever, the market makerC⊕ might allow arbitrage due to
the lack of consistency among submarkets since arbitrage
opportunities arise when prices fall outsideM [1]. M
is always polyhedral, so it can be described asM =
{

µ ∈ R
K : A

⊤µ ≥ b
}

for some matrixA ∈ R
K×M and

vectorb ∈ R
M . Lettingam denote themth column ofA,

arbitrage opportunities open up if the price of the bundle
am falls below bm. For anyη ∈ R

M
+ , the bundleAη

presents an arbitrage opportunity if priced belowb · η.

A linearly constrained market maker(LCMM) is described
by the cost functionC(q) = infη∈R

M
+

[

C⊕(q+Aη)−b·η
]

.
While the definition ofC is slightly involved, the conju-



gateR has a natural meaning as a restriction of the direct-
sum market to the price spaceM, i.e.,R(µ) = R⊕(µ) +
I [µ ∈ M]. Furthermore, the infimum in the definition of
C is always attained (see AppendixD.1). Fixingq and let-
ting η⋆ be a minimizer in the definition, we can think of
the market maker as automatically charging traders for the
bundleAη⋆, which would present an arbitrage opportunity,
and returning to them the guaranteed payoutb · η. This
benefits traders while maintaining the same worst-case loss
guarantee for the market maker asC⊕ [13].

Example 8. LCMM for medal counts.Continuing the pre-
vious example, for submarketsXi, we can define LMSR
costsCi(qi) = ln (1 + exp(qi)). For the submarket forY ,
let g = {n + 1, . . . , 2n + 1} and use the LMSR cost
Cg(qg) = ln

(
∑n

y=0 exp(qn+1+y)
)

. The submarkets for
Xi andY are linked. One example of a linear constraint is
based on the linearity of expectations: for any distribution,
we must haveE[Y ] =

∑n
i=1 E[Xi]. This places an equality

constraint
∑n

y=0 y ·µn+1+y =
∑n

i=1 µi on the vectorµ,
which can be expressed as two inequality constraints (see
Dudı́k et al. [13, 14] for more on constraint generation).

4.2 DECREASING LIQUIDITY

We now study the gradual decrease scenario in which the
utility for information in each submarketg decreases over
time. In the Olympics example, the market maker may
want to continuously decrease the rewards for information
about a particular event as the event takes place.

We generalize the strategy from Example6 to LCMMs and
extend them to time-sensitive cost functions by introduc-
ing the “information-utility schedule” in the form of a dif-
ferentiable non-increasing functionβg : R → (0, 1] with
βg(t

0) = 1. The speed of decrease ofβg controls the speed
of decrease of the utility for information in each submarket.
(We make this statement more precise in Theorem3.)

We first define a gradual decrease direct-sum cost func-
tion C⊕(q; t) =

∑

g∈G βg(t)Cg

(

qg/βg(t)
)

which is used
to define a gradual decrease LCMM, and a matching
NewState as follows:

C(q; t) = infη∈R
M
+

[

C⊕(q +Aη; t)− b · η
]

NewState(q; t, t̃) = q̃

such that̃qg =
βg(t̃)
βg(t)

(qg + δ⋆g)− δ⋆g

whereη⋆ is a minimizer inC(q; t) andδ⋆ = Aη⋆ .

When considering the state update from timet to time t̃,
the ratioβg(t̃)/βg(t) has the role of the liquidity param-
eter α in Example6. The motivation behind the def-
inition of NewState is to guarantee that̃qg + δ⋆g =

[βg(t̃)/βg(t)](qg + δ⋆g), which turns out to ensure thatη⋆

remains the minimizer and the prices are unchanged. The
preservation of prices (PRICE) is achieved by a scaling sim-

ilar to Example6, albeit applied to the market state in the
direct-sum market underlying the LCMM.

This intuition is formalized in the next theorem, which
shows that the above construction preserves prices and de-
creases the utility for information, as captured by the mixed
Bregman divergence, according to the schedulesβg. We
use the notationCt(q) := C(q; t) and writeDt

g for the
divergence derived fromCt

g(qg) := βg(t)Cg(qg/βg(t)).

Theorem 3. LetC be a gradual decrease LCMM, lett, t̃ ∈
R ands ∈ R

K . The replacement ofCt by C̃ := C t̃ ands
by s̃ := NewState(s; t, t̃) satisfiesPRICE. Also,

D̃(µ‖s̃) =
∑

g∈G

αgD
t
g(µg‖sg+δ⋆g)+(A⊤µ−b) ·η⋆ (5)

for all µ ∈ M, where η⋆ and δ⋆ are defined by
NewState(s; t, t̃), andαg = βg(t̃)/βg(t) > 0.

The first term on the right-hand side of Eq. (5) is the sum of
divergences in submarketsg, each weighted by a coefficient
αg which is equal to one at̃t = t and weakly decreases as
t̃ grows. The divergences are betweenµg and the state
resulting from the arbitrager action in the direct-sum mar-
ket. The second term is non-negative, sinceµ ∈ M, and
represents expected arbitrager gains beyond the guaranteed
profit from the arbitrage in the direct-sum market. The only
terms that depend on timẽt are the multipliersαg. Since
they are decreasing over time, we immediately obtain that
the utility for information,Util(µ; s̃) = D̃(µ‖s̃), is also
decreasing, with the contributions from individual submar-
kets decreasing according to their schedulesβg.

When only one of the schedulesβg is decreasing and the
other schedules stay constant, we can show that the excess
utility and conditional prices are preserved (conditionedon
ρg), and under certain conditions also DECUTIL holds.

For a submarketg, let Xg := {ρg(ω) : ω ∈ Ω} be the set
of realizations ofρg. Recall thatM(E) is the convex hull
of {ρ(ω)}ω∈E . We show that DECUTIL holds ifCg is dif-
ferentiable and the submarketg is “tight” as follows.

Definition 7. We say that a submarketg is tight if for all
x ∈ Xg the set{µ ∈ M : µg = x} coincides with
M(ρg = x), i.e., if all the beliefsµ with µg = x can
be realized by probability distributions over statesω with
ρg(ω) = x. (In general, the former is always a superset of
the latter, hence the name “tight” when the equality holds.)

While this condition is somewhat restrictive, it is easy to
see that all submarkets with binary securities, i.e., with
ρg(ω) ∈ {0, 1}g, are tight (see AppendixD.4).

Theorem 4. Assume the setup of Theorem3. Letg ∈ G and
assume thatβg(t̃) < βg(t) whereasβg′(t̃) = βg′ (t) for
g′ 6= g. Then the replacement ofCt by C̃ ands by s̃ satis-
fiesCONDPRICE andEXUTIL for the random variableρg.
Furthermore, ifCg is differentiable and the submarketg is
tight, we also obtainDECUTIL .
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A CONVEX ANALYSIS

Here we briefly review concepts and results from convex
analysis which we use throughout the paper.

Convex sets, polytopes, relative interior. Let S ⊆ R
n.

We say thatS is convexif it contains all line segments with
endpoints inS. The convex hullof S, denotedconvS,
is the smallest convex set containingS. It can be char-
acterized as the set containing all “convex combinations”
of points inS [27, Theorem 2.3], where aconvex combi-
nationof pointsu1, . . . ,uk is a pointu =

∑k
i=1 λiui for

anyλi ≥ 0 with
∑k

i=1 λi = 1.

A set which is a convex hull of a finite set of points is called
a polytope. We say thatS is polyhedralif it is an intersec-
tion of a finite set of half-spaces, i.e., ifS = {u ∈ R

n :
Au ≥ b} for some matrixA ∈ R

m×n and vectorb ∈ R
m.

All polytopes are polyhedral [27, Theorem 19.1].

An affine hullof S is the smallest affine space containingS.
The topological interior ofS relative to its affine hull is
called therelative interior of S and denotedrelintS. To
give a common example, ifS is a simplex inn dimen-
sions, i.e.,S = {u ∈ R

n : ui ≥ 0,
∑n

i=1 ui = 1},
then the interior ofS is empty, butrelintS = {u ∈ R

n :
ui > 0,

∑n
i=1 ui = 1}.

Function properties, epigraph, closure, roof. Consider
a functionf : R

n → (−∞,∞]. Its domain, denoted
dom f , is the set of pointsu such thatf(u) is finite. The
functionf is calledproper if its domain is non-empty. The
epigraphof f , denotedepi f , is the set of points on and
above the graph off , i.e.,

epi f := {(u, t) ∈ R
n × R : t ≥ f(u)} .

The functionf is calledclosedif its epigraph is a closed set.
This is equivalent tof being lower semi-continuous [27,
Theorem 7.1]. The functionf is calledconvexif its epi-
graph is a convex set, or equivalently, if for allu,u′ ∈
dom f , for all λ ∈ (0, 1),

f(λu+ (1− λ)u′) ≤ λf(u) + (1− λ)f(u′) .

The functionf is strictly convexif the inequality above is
strict wheneveru 6= u′. Closed convex functions are not
only lower semi-continuous, but actually continuous rela-
tive to any polyhedral subset of their domain (see Theo-
rems 10.2 and 20.5 of Rockafellar [27]).

Proposition 3. Letf : Rn → (−∞,∞] be a closed convex
function andS any polyhedral subset ofdom f . ThenS is
continuous relative toS.

Any convex function finite on all ofRn is necessarily con-
tinuous [27, Corollary 10.1.1] and therefore closed. The
closureof f , denotedcl f , is the unique function whose

epigraph is the topological closure ofepi f . As defined
in Sec.3, the convex roofof f , denoted(conv f), is the
unique function whose epigraph is the convex hull ofepi f .

Subdifferential, conjugacy, duality. Consider a convex
function f : R

n → (−∞,∞]. A subgradientof f at a
pointu ∈ dom f is a vectorv ∈ R

n such that

f(u′) ≥ f(u) + v · (u′ − u)

for all u′. The set of all subgradients off at u is called
the subdifferentialof f at u and denoted∂f(u). If f is
differentiable atu, then∂f(u) is the singleton equal to the
gradient off atu.

Let f : Rn → (−∞,∞] be any proper function. The(con-
vex) conjugateof f is the functionf∗ : Rn → (−∞,∞]
defined by

f∗(v) := sup
u∈Rn

[v · u− f(u)] . (6)

The functionf∗ is always closed and convex (because its
epigraph is an intersection of half-spaces). We writef∗∗ =
(f∗)∗ to denote thebiconjugateof f . The biconjugate is a
closure of the convex roof off [20, Theorem E.1.3.5].

Proposition 4. Letf : Rn → (−∞,∞] be a proper convex
function or a proper function bounded below by an affine
function. Thenf∗∗ = cl(conv f). Hence, iff is a closed
proper convex function,f∗∗ = f .

The definition of the conjugate implies that

f∗(v) ≥ v · u− f(u) (7)

for all u andv, with the equality if and only ifu is the
maximizer on the right-hand side of Eq. (6). If f is convex,
this can only happen ifv ∈ ∂f(u). Similar reasoning can
be applied tof∗∗, yielding the following proposition (based
on Theorem 23.5 of Rockafellar [27]). Instead off andf∗,
we use the notationC andR to reflect the intended use in
the body of the paper. The gap between the left-hand side
and the right-hand side of Eq. (7) is referred to as themixed
Bregman divergence.

Proposition 5. Let C be a closed proper convex func-
tion, R its conjugate, andD the associated mixed Breg-
man divergenceD(µ‖q) := R(µ) + C(q) − µ · q. Then
D(µ‖q) ≥ 0 for all µ, q and the following statements are
equivalent:

• D(µ‖q) = 0

• q ∈ ∂R(µ)

• µ ∈ ∂C(q)

A function is calledpolyhedralif its epigraph is polyhe-
dral. The following theorem relates a convex minimization
problem with a concave maximization problem via convex
conjugates. It is a version ofFenchel’s dualityand a sub-
case of Corollary 31.2.1 of Rockafellar [27].



Theorem 5 (Fenchel’s duality). Let f : RK → (−∞,∞]
andg : RM → (−∞,∞] be closed convex functions and
A ∈ R

K×M . Further assume thatg is polyhedral and
there existsµ ∈ relint(dom f∗) such thatA⊤µ ∈ dom g∗.
Then

inf
η∈RM

[f(Aη) + g(η)] = sup
µ∈RK

[

−f∗(µ)− g∗(−A
⊤µ)

]

and the infimum is attained.

B PROOFS FROM SECTION 2.5

B.1 PROOF OF THEOREM 1

First we prove Eq. (1) using the definition ofUtil(µ; q)
and the conjugacy ofR andC:

Util(µ; q) = supr∈RK

[

µ · r − C(q + r) + C(q)
]

= supr∈RK

[

µ · (q + r)− C(q + r)− µ · q + C(q)
]

= R(µ)− µ · q + C(q) = D(µ‖q) .

Next, we prove Eq. (2):

Util(E ; q) = sup
r∈RK

min
ω∈E

[

r · ρ(ω) + C(q) − C(q + r)
]

= sup
q′∈RK

min
µ′∈M(E)

[

(q′ − q) · µ′ + C(q) − C(q′)
]

(8)

= min
µ′∈M(E)

sup
q′∈RK

[

(q′ − q) · µ′ + C(q) − C(q′)
]

(9)

= min
µ′∈M(E)

[

R(µ′)− q · µ′ + C(q)
]

(10)

= min
µ′∈M(E)

D(µ′‖q) ,

where the equalities are justified as follows. Eq. (8) follows
by relaxing, without loss of generality, the optimization of
a linear function over{ρ(ω)}ω∈E to the optimization over
the convex hull, and substitutingq′ = q+r. Eq. (9) follows
from Sion’s minimax theorem, and finally Eq. (10) follows
from the definition of convex conjugacy.

The final statement to prove, Eq. (3), follows immediately
from the definition ofp(E ; q) and Eqs. (1) and (2).

B.2 PROOF OF PROPOSITION 1

It suffices to show that the statement of the proposition
holds for a specificx ∈ X with EXUTIL and CONDPRICE

also restricted to a specificx. The proposition will then fol-
low by universal quantification across allx ∈ X . Thus in
the remainder we consider a specificx ∈ X .

Let µ̂x ∈ p(X = x; s) and µ̃x ∈ p̃(X = x; s̃). The
definition of the excess utility for a belief and Theorem1
then imply that EXUTIL (restricted tox) is satisfied if and
only if for all µ ∈ Mx

D(µ‖s)−D(µ̂x‖s) = D̃(µ‖s̃)− D̃(µ̃x‖s̃) . (11)

First assume that EXUTIL holds and therefore Eq. (11)
holds forx. Then the desired condition follows by setting
cx = D(µ̂x‖s)− D̃(µ̃x‖s̃).

Conversely, assume thatD(µ‖s)−D̃(µ‖s̃) = cx holds for
all µ ∈ Mx. SinceD(µ‖s) = D̃(µ‖s̃) + cx, we obtain

p(X = x; s) = argmin
µ∈Mx

D(µ‖s)

= argmin
µ∈Mx

D̃(µ‖s̃) = p̃(X = x; s̃) ,

i.e., CONDPRICE (restricted tox) holds. This and the argu-
ment above show that EXUTIL implies CONDPRICE.

To finish the proof we have to show that the assumption
thatD(µ‖s) − D̃(µ‖s̃) = cx also implies EXUTIL . Let
µ̂x ∈ p(X = x; s) = p̃(X = x; s̃). Then we have

D(µ‖s)− D̃(µ‖s̃) = cx = D(µ̂x‖s)− D̃(µ̂x‖s̃)

and rearranging yields Eq. (11), with µ̂x substituted for̃µx.
However,µ̂x is a valid choice of̃µx sinceµ̃x was chosen
arbitrarily from p̃(X = x; s̃) = p(X = x; s), so Eq. (11)
and therefore EXUTIL hold.

C PROOFS FROM SECTION 3

C.1 PROOF OF LEMMA 1

Theorem1 shows that all the desiderata, except for PRICE,
are derived from properties of̃D(µ‖s̃) as a function ofµ.
To see that PRICE can also be derived this way, note that
by Prop.5 we havep̃(s̃) = ∂C̃(s̃) = {µ : D̃(µ‖s̃) = 0}.
Thus, it suffices to analyzẽD. With C̃′ and s̃′ as in the
lemma, we havẽR′(µ) = R̃(µ)− (s̃− s) · µ and

D̃′(µ‖s) = R̃(µ)− (s̃−s) ·µ+ C̃(s̃)−µ ·s = D̃(µ‖s̃).

Hence the lemma holds.

C.2 PROOF OF LEMMA 2

Prop.1 shows that EXUTIL and CONDPRICE are together
satisfied if and only if there exist constantscx such that for
all x ∈ X andµ ∈ Mx,

cx = D(µ‖s)−D̃(µ‖s) = C(s)+R(µ)−C̃(s)−R̃(µ) .

If this statement holds, then for anyx, settingbx = cx −
C(s)+ C̃(s) gives usR̃(µ) = R(µ)− bx for all µ ∈ Mx.
Conversely, ifR̃(µ) = R(µ)− bx for all µ ∈ Mx, setting
cx = bx + C(s) − C̃(s) gives the equation above.

C.3 PROOF OF LEMMA 3

From the definition of convex roof, we have

R̃′(µ) = sup
{

g(µ) : g ∈ G, g ≤ Rb
}

. (12)



Since we havẽR ≤ Rb, the functionR̃ is a valid choice
for g in Eq. (12). This gives usR̃ ≤ R̃′ ≤ Rb and thusR̃′

must be consistent withRb, proving the first part.

To prove the second part, we show a stronger statement:

D̃′(µ‖q) ≤ D̃(µ‖q) for all µ ∈ M⋆, q ∈ R
K , (13)

whereD̃′ is the mixed Bregman divergence with respect
to R̃′. The second part follows from Eq. (13) by setting
q = s andµ = µ̂x (for ZEROUTIL ), or choosing arbitrary
µ ∈ M⋆ (for DECUTIL ). It remains to prove Eq. (13).

SinceR̃′ ≥ R̃, we have for their conjugates̃C′ ≤ C̃. Also,
for anyµ ∈ M⋆ we haveR̃′(µ) = Rb(µ) = R̃(µ), and
thus

D̃′(µ‖q) = R̃′(µ) + C̃′(q)− q · µ

≤ R̃(µ) + C̃(q)− q · µ = D̃(µ‖q) .

C.4 PROOF OF THEOREM 2

First, assume that CONDPRICE, EXUTIL , and ZERO-
UTIL are simultaneously satisfiable using Protocol1. By
Lemma1, this implies they are satisfiable with the identity
function forNewState and some functionNewCost.

By Lemmas2 and3, it must be the case that for any states,
there exists someb ∈ R

X , such that the conditions would
remain satisfied ifNewCost(s) instead output the conjugate
C̃ of R̃ := (convRb). It remains to show that the three
conditions would remain satisfied ifNewCost(s) output the
conjugate of(convRb̂).

For all x ∈ X , we can simplify~Util(X = x; s) using
Eq. (2) and Eq. (3) as follows:

~Util(X = x; s) = D̃(µ̂x‖s)

= C̃(s) + R̃(µ̂x)− s · µ̂x

= C̃(s) +R(µ̂x)− bx − s · µ̂x (14)

= C̃(s)− C(s) + b̂x − bx (15)

for someµ̂x ∈ p(Ωx; s). Here Eq. (14) follows by consis-
tency ofR̃ with Rb and Eq. (15) follows by the definition
of b̂x in Eq. (4). Since ZEROUTIL is satisfied,~Util(X =
x; s) = 0 for all x ∈ X , soD̃(µ̂x‖s) = 0 = D̃(µ̂x′

‖s) for
all x, x′ ∈ X . Eq. (15) then yields

C̃(s)− C(s) + b̂x − bx = C̃(s)− C(s) + b̂x
′

− bx
′

.

Canceling the constant terms̃C(s) andC(s), we obtain
that b = b̂ + c1 for somec ∈ R. SinceRb = Rb̂ − c,
and R̃ = (convRb) is consistent withRb, we conclude
that (convRb̂) = (convRb) − c is consistent withRb̂,
and therefore by Lemma2, EXUTIL and CONDPRICE re-
main satisfied switching to(convRb̂). Additionally, since
(convRb) and(convRb̂) differ only by a vertical shift, the

divergences associated with both are identical, and ZERO-
UTIL is also satisfied.

For the converse, assumẽR := (convRb̂) is consistent
with Rb̂. By Lemma2, EXUTIL and CONDPRICE are sat-
isfied, and it remains only to show~Util(X = x; s) = 0.
This follows from Eq. (15), since nowb = b̂, and by
Prop.2, C̃(s) = C(s). (Note that Prop.2 is stated after
Theorem2 in the main text, but its proof, given in the next
section, does not rely on Theorem2.)

C.5 PROOF OF PROPOSITION 2

We first show that(convRb̂) is closed. SinceR is the con-
jugate ofC, it must be closed (see AppendixA). The do-
main ofR isM which is polyhedral, and thereforeR is in
fact continuous onM (by Prop.3). SinceM is compact,
R attains a maximum onM, and in particular is bounded
above onM. Thus, alsoRb̂ is bounded above onM⋆. Let
u ∈ R be the corresponding upper bound, i.e.,Rb̂(µ) ≤ u

for all µ ∈ M⋆. We may writeepi R̃ = conv(epiRb̂) by
definition of the roof construction. Now we can chop off
epiRb̂ atu and consider the remainder:

S = {(µ, t) : µ ∈ M⋆, Rb̂(µ) ≤ t ≤ u}

=
⋃

x∈X

{(µ, t) : µ ∈ Mx, Rb̂(x) ≤ t ≤ u} . (16)

The setS is compact, because it is a finite union of compact
sets in Eq. (16). Each individual term in Eq. (16) is indeed
compact, because it is bounded (above byu and below by
the boundedness ofR on Mx) and closed (by closedness
of R and closedness ofMx). SinceS is compact,convS
is closed. Therefore,

epi R̃ = conv(epiRb̂) = (convS) ∪
(

M× [u,∞)
)

is also a closed set, and thusR̃ is a closed convex function.

Recall from standard convex analysis (see AppendixA)
that for any functionf , we havef∗∗ = cl(conv f); the
biconjugate off is the closed convex roof off . As we
have shown,(convRb̂) = cl(convRb̂) = (Rb̂)∗∗, soR̃ =

(Rb̂)∗∗, and in particular,C̃ = R̃∗ = (Rb̂)∗∗∗ = (Rb̂)∗.
Now, calculate

C̃(q) = sup
µ∈M⋆

[

q · µ−Rb̂(µ)
]

= max
x∈X

sup
µ∈Mx

[

q · µ−R(µ) + b̂x
]

= max
x∈X

[

b̂x + sup
µ∈Mx

[

q · µ−R(µ)
]

]

= max
x∈X

[

b̂x + Cx(q)
]

.

Finally, observe that by definition of̂bx and Theorem1,

b̂x = C(s)− sup
µ∈Mx

[

µ · s−R(µ)
]

= C(s)− Cx(s) .



D PROOFS FROM SECTION 4

D.1 PROPERTIES OF LCMMS

The following properties of LCMM are used in the sequel.

Theorem 6. LetC be a linearly constrained market maker
with

C(q) = infη∈R
M
+

[

C⊕(q +Aη)− b · η
]

. (17)

It has the following properties:

(a) The conjugateR is a restriction ofR⊕ to M:

R(µ) = R⊕(µ) + I [µ ∈ M] .

(b) For everyq, there exists a minimizerη⋆ of Eq.(17).

(c) Letη⋆ be a minimizer of Eq.(17) for a specificq and
let δ⋆ = Aη⋆. The Bregman divergence fromq is then

D(µ‖q)=D⊕(µ‖q+δ⋆)+(A⊤µ−b)·η⋆+I[µ∈M] .

(d) Let η ≥ 0 and δ = Aη. Thenη is a minimizer of
Eq. (17) for a specificq if and only if there exists some
µ ∈ M such that

D⊕(µ‖q + δ) + (A⊤µ− b) · η = 0 .

Part (a) shows that while the definition ofC in Eq. (17) is
slightly involved, the conjugateR has a natural meaning as
a restriction of the direct-sum market to the price spaceM.
Part (b) shows that we can take the minimum rather than
the infimum in the definition ofC, i.e., there is an optimal
arbitrage bundle. Part (c) decomposes the Bregman diver-
gence (and thus utility for information) into three terms.
The last term forcesµ ∈ M. The first term is the (direct-
sum) divergence betweenµ and the state resulting from
the arbitrager action in the direct-sum market. The second
term is non-negative forµ ∈ M, and represents expected
arbitrager gains beyond the guaranteed profit from the ar-
bitrage. Part (d) spells out first-order optimality conditions
for an optimal arbitrage bundleη.

Proof. We prove the theorem in parts.

Parts (a) and (b) We use a version of Fenchel’s duality
from Theorem5. Specifically, consider a fixedq ∈ R

K

and letf andg be defined by

f(u) = C⊕(q + u) , g(η) = I[η ≥ 0]− b · η

and hence their conjugates are

f∗(µ) = R⊕(µ)− q · µ , g∗(v) = I[v + b ≤ 0] .

Assuming that the conditions of Theorem5 are satisfied for
f andg, and plugging in the above definitions, we obtain

C(q) = inf
η∈RM

[

C⊕(q +Aη)− b · η + I[η ≥ 0]
]

= sup
µ∈RK

[

−R⊕(µ) + q · µ− I[A⊤µ− b ≥ 0]
]

= sup
µ∈RK

[

q · µ−
(

R⊕(µ) + I[A⊤µ ≥ b]
)]

,

showing that
R⊕(µ) + I[A⊤µ ≥ b]

is the conjugate ofC and the infimum inη is attained. To
finish the proof we need to verify that the conditions of
Theorem5 hold.

Note thatf and g are closed and convex andg is poly-
hedral. Therefore it remains to show that there exists
µ ∈ relint(dom f∗) such thatA⊤µ ∈ dom g∗. Since
dom f∗ = domR⊕ andA

⊤µ ∈ dom g∗ if and only if
µ ∈ M, it suffices to show thatrelint(domR⊕)∩M 6= ∅.

Let Mg := {µg : µ ∈ M} andM⊕ :=
∏

g∈G Mg.
By assumption, costsCg are arbitrage-free, i.e.,domRg =
Mg. For eachg, pick µ̃g ∈ relintMg. SinceMg is the
projection ofM on the coordinate blockg, there must exist
µ(g) ∈ M such thatµ(g)

g = µ̃g. Now, let

µ⋆ =
1

|G|

∑

g∈G

µ(g) .

Note that forg′ 6= g, we haveµ(g′)
g ∈ Mg, whereas

µ
(g)
g ∈ relintMg, soµ⋆

g ∈ relintMg and henceµ⋆ ∈
relintM⊕ = relint(domR⊕). At the same timeµ⋆ ∈ M,
showing thatrelint(domR⊕) ∩M 6= ∅.

Part (c) Fix q. Letη⋆ be a minimizer of Eq. (17) and let
δ⋆ = Aη⋆. Using Theorem6a, we obtain

D(µ‖q)

= R(µ) + C(q)− µ · q

= I [µ ∈ M] +R⊕(µ) + C⊕(q + δ⋆)

− b · η⋆ − µ · q

= I [µ ∈ M] +R⊕(µ) + C⊕(q + δ⋆)

− µ · (q + δ⋆) + µ · δ⋆ − b · η⋆

= I [µ ∈ M] +D⊕(µ‖q + δ⋆) + (A⊤µ− b) · η⋆ .

Part (d) If η is a minimizer of Eq. (17) then choosing
µ ∈ ∇C(q), we haveD(µ‖q) = 0 and hence by Theo-
rem6c

0 = D(µ‖q) = D⊕(µ‖q + δ⋆) + (A⊤µ− b) · η⋆ (18)

because, by Theorem6a, C is arbitrage-free, soµ ∈ M.



For a converse, assume that for someµ ∈ M, η ≥ 0, we
have:

0 = D⊕(µ‖q +Aη) + (A⊤µ− b) · η

= R⊕(µ) + C⊕(q +Aη)− µ · (q +Aη)

+ (A⊤µ− b) · η

= R(µ) + C⊕(q +Aη)− µ · q − b · η

≥ R(µ) + C(q)− µ · q (19)

= D(µ‖q) ,

where Eq. (19) is from the definition ofC. However, since
D(µ‖q) ≥ 0, we have that Eq. (19) holds with the equality
and henceη is indeed the minimizer of Eq. (17).

D.2 PROOF OF THEOREM 3

In what follows, letCt
g(qg) = βg(t)Cg(qg/βg(t)) and let

Rt
g andDt

g denote the conjugate and divergence derived

fromCt
g. DefineC̃g, R̃g, andD̃g similarly.

The definitions ofCt andC̃ imply that

C̃g(qg) = αgC
t
g(qg/αg) , (20)

R̃g(µg) = αgR
t
g(µg) , (21)

D̃g(µg‖qg) = αgD
t
g(µg‖qg/αg) . (22)

The proof proceeds in several steps:

Step 1 Dt(µ‖s) = 0 if and only ifµ ∈ M,

Dt
g(µg‖sg + δ⋆g) = 0 for all g ∈ G,

and(A⊤µ− b) · η⋆ = 0.
(23)

If Eq. (23) holds andµ ∈ M, then Theorem6c shows
thatDt(µ‖s) = 0. For the opposite implication note that
Dt(µ‖s) = ∞ if µ 6∈ M, so we must haveµ ∈ M. For
µ ∈ M, by Theorem6c,

Dt(µ‖s) =
∑

g

Dt
g(µg‖sg+δ⋆g)+(A⊤µ−b)·η⋆ . (24)

Note that the last term in Eq. (24) is non-negative, because
η⋆ ≥ 0 andµ ∈ M. Since also the divergencesDt

g are
non-negative, we obtain that all the terms must equal zero
if Dt(µ‖s) = 0.

Step 2 η⋆ ∈ argminη≥0

[

C̃⊕(s̃+Aη)− b · η
]

.

By Theorem6d, it suffices to exhibitµ ∈ M such that

D̃⊕(µ‖s̃+ δ⋆) + (A⊤µ− b) · η⋆ = 0 . (25)

Pick anyµ ∈ ∂Ct(s), i.e., Dt(µ‖s) = 0. Then by ex-
pandingD̃⊕ (using Eq.22) and then using the definition of

s̃, we obtain

D̃⊕(µ‖s̃+ δ⋆) + (A⊤µ− b) · η⋆

=
∑

g

αgD
t
g

(

µg

∥

∥

∥

s̃g + δ⋆g

αg

)

+ (A⊤µ− b) · η⋆

=
∑

g

αgD
t
g(µg‖sg + δ⋆g) + (A⊤µ− b) · η⋆.

Both terms on the right-hand side are zero by Step 1, yield-
ing Eq. (25) as desired.

Step 3 For all µ ∈ M:

D̃(µ‖s̃) =
∑

g αgD
t
g(µg‖sg + δ⋆g) + (A⊤µ− b) · η⋆ .

This follows by Step 2 and Theorem6cplus Eq.22, noting
that

(s̃g + δ⋆g)/αg = sg + δ⋆g .

Step 4 C̃ ands̃ satisfyPRICE.

Sinceµ ∈ ∂Ct(s) if and only if Dt(µ‖s) = 0, and simi-
larly for µ ∈ ∂C̃(s̃), it suffices to show thatDt(µ‖s) = 0
if and only if D̃(µ‖s̃) = 0. First assume thatDt(µ‖s) =
0. Then Steps 1 and 3 show thatD̃(µ‖s̃) = 0. Also, vice
versa: ifD̃(µ‖s̃) = 0 then, from Step 3 (by a similar rea-
soning as in the proof of Step 1), we have thatµ ∈ M,
for all g it holds thatDt

g(µg‖sg + δ⋆g) = 0, and also
(A⊤µ−b) ·η⋆ = 0. Hence, by Step 1, alsoDt(µ‖s) = 0.

D.3 PROOF OF THEOREM 4

We first show that CONDPRICE and EXUTIL hold. We pro-
ceed by Prop.1. Fix x ∈ Xg, letΩx = {ρg = x}, and let
µ ∈ Mx := M(Ωx). Then, expandingDt(µ‖s) accord-
ing to Theorem6c andD̃(µ‖s̃) according to Theorem3,
we have

Dt(µ‖s)− D̃(µ‖s̃) = (1 − αg)D
t
g(µg‖sg + δ⋆g)

= (1 − αg)D
t
g(x‖sg + δ⋆g) (26)

which is a constant independent of the specific choice of
µ ∈ Mx, proving that both CONDPRICE and EXUTIL

hold.

Next, we show that DECUTIL holds. Let µ̂x ∈
pt(Ωx; s) = p̃(Ωx; s̃) (the equality holds by EXUTIL ).
From Eq. (26) and Theorem1, we have

~Util(ρg = x; s̃) = D̃(µ̂x‖s̃)

= Dt(µ̂x‖s)− (1− αg)D
t
g(x‖sg + δ⋆g)

= Util(ρg = x; s)− (1− αg)D
t
g(x‖sg + δ⋆g) ,

i.e., the utility for eventΩx is non-increasing, becauseαg ∈
(0, 1).



In order to show DECUTIL , we still need to show that
Dt

g(x‖sg + δ⋆g) = 0 implies Dt(µ̂x‖s) = 0. As-
sume thatCt

g is differentiable and the submarketg is tight,
i.e., Mx = {µ ∈ M : µg = x}. Assume that
Dt

g(x‖sg + δ⋆g) = 0. By differentiability ofCt
g this im-

plies thatx = ∇Ct
g(sg + δ⋆g), and henceµg = x for all

µ ∈ ∂Ct(s). By assumption, any of them is inMx and
hence any of them can be chosen as a minimizerµ̂x with
Dt(µ̂x‖s) = 0.

D.4 BINARY-PAYOFF SUBMARKETS ARE
TIGHT

Theorem 7. Let g be a binary-payoff submarket in an
LCMM, i.e.,ρg(ω) ∈ {0, 1}g for all ω ∈ Ω. Theng is
tight.

Proof. Fix anyx ∈ Xg = {0, 1}g. LetΩx := {ρg = x},
and letMx := M(Ωx) be the set of beliefs consistent with
Ωx. Let µ ∈ M be such thatµg = x. We need to show
thatµ ∈ Mx.

Sinceµ ∈ M, we can writeµ =
∑

ω∈Ω λωρ(ω) for some
λω ≥ 0 such that

∑

ω∈Ω λω = 1. We will argue that the
conditionµg = x implies thatλω = 0 for ω 6∈ Ωx and
thus in factµ ∈ Mx. Essentially we show thatMx is the
set of maximizers of a linear function overM and thatµ is
one of the maximizers.

The required linear function,v ·µ, is specified by the vector
v ∈ R

K defined as follows:

vi =











1 if i ∈ g andxi = 1,

−1 if i ∈ g andxi = 0,

0 if i 6∈ g.

Let k be the number of1s in the vectorx. From the def-
inition of Ωx we have thatv · ρ(ω) = k for all ω ∈ Ωx.
Let ω′ 6∈ Ωx, i.e.,ω′ ∈ Ωx′

for somex′ ∈ Xg\{x}. Since
x′ ∈ {0, 1}g but x′ 6= x, there existsi ∈ g such that
xi = 1 butx′

i = 0, or such thatxi = 0 butx′
i = 1. Thus,

vg · x′ ≤ k − 1 and hence alsov · ρ(ω′) ≤ k − 1. This
yields

v · µ = v ·

(

∑

ω∈Ω

λωρ(ω)

)

=
∑

ω∈Ω

λω

(

v · ρ(ω)
)

≤ k

(

∑

ω∈Ωx

λω

)

+ (k − 1)





∑

ω′∈Ω\Ωx

λω′





= k −
∑

ω′∈Ω\Ωx

λω′ .

However,µg = x and thusv · µ = k. Therefore, we must
haveλω′ = 0 for ω′ ∈ Ω\Ωx, proving the theorem.

E CONDITIONAL PRICE VECTORS

E.1 CONDITIONAL PRICES FOR LMSR

In this section we show that conditional price vectors for
LMSR coincide with conditional probabilities.

Recall that for LMSR, we have the outcomesΩ = [K],
payoffsρi(ω) = 1[ω = i], and prices

pi(q) =
eqi

∑

j∈[K] e
qj

,

i.e., price vectors are probability distributions overi ∈ [K].

The mixed Bregman divergence for LMSR has the form

D(µ‖q) =
∑

i∈[K]

µi ln

(

µi

pi(q)

)

= KL
(

µ
∥

∥ p(q)
)

where KL(µ‖ν) :=
∑

i∈[K] µi ln(µi/νi) is the KL diver-
gence defined for any pair of distributionsµ, ν on [K]. KL
divergence is always non-negative, possibly equal to∞,
and equal to zero if and only ifµ = ν.

Let q ∈ R
K andE ⊆ [K] = Ω be a non-null event. Let̂µ

be the probability vector obtained by conditioningp(q) on
the eventE , i.e.,

µ̂i =

{

pi(q)/c if i ∈ E ,

0 otherwise,

wherec =
∑

i∈E pi(q) is the normalization overE . Note
thatpi(q) > 0 for all i ∈ [K], soc > 0. We will now argue
thatp(E ; q) = {µ̂}.

We appeal to Eq. (3) of Theorem 1. Specifically,
we will show that µ̂ is the unique minimizer of
minµ′∈M(E) D(µ′‖q).

First, note that̂µ ∈ M(E), and from the definition of̂µ

D(µ̂‖q) =
∑

i∈E

µ̂i ln

(

µ̂i

pi(q)

)

=
∑

i∈E

µ̂i ln

(

pi(q)/c

pi(q)

)

=
∑

i∈E

µ̂i ln(1/c) = ln(1/c) .

Now, letµ′ ∈ M(E) and compare the valuesD(µ′‖q) and
D(µ̂‖q):

D(µ′‖q)−D(µ̂‖q) =

(

∑

i∈E

µ′
i ln

(

µ′
i

pi(q)

)

)

− ln(1/c)

=

(

∑

i∈E

µ′
i ln

(

µ′
i

pi(q)

)

)

−

(

∑

i∈E

µ′
i ln(1/c)

)

=
∑

i∈E

µ′
i ln

(

µ′
i

pi(q)/c

)

=
∑

i∈E

µ′
i ln

(

µ′
i

µ̂i

)

= KL(µ′‖µ̂) .



Thus, we haveD(µ′‖q) ≥ D(µ̂‖q) with equality if
and only if µ′ = µ̂, i.e., µ̂ is the sole minimizer of
minµ′∈M(E) D(µ′‖q).

E.2 OPTIMAL TRADING GIVEN E

In this section we analyze the prices that result from ac-
tions of a trader optimizing his guaranteed profit from the
informationω ∈ E as in Definition2 in the market with
cost functionC. Intuitively, we would like to say that such
a trader would move the market price to a conditional price
vectorµ̂ ∈ p(E ; q). However, this may not be possible.
For example, consider a complete market using LMSR. In
such a market, a trader can push the market price arbitrarily
close to anyµ ∈ M(E), but cannot push the price all the
way toµ with any finite purchase (unlessE = Ω).

Because of this, instead of reasoning directly about finite
purchases, we introduce the notion of anoptimizing ac-
tion sequenceand show that in the limit such a trader
would move the market from a stateq to states that min-
imize the Bregman divergence to conditional price vectors
µ̂ ∈ p(E ; q). Then we argue that forR strictly convex
(such as entropy in case of LMSR), this implies that the
resulting market price vector approaches the unique condi-
tional price vector in the limit.

We begin by formalizing the optimizing behavior in Defi-
nition 2.

Definition 8. We say that{ri}∞i=1 is anoptimizing action
sequencewith respect to a non-null eventE and a stateq if

lim
i→∞

min
ω∈E

[

ρ(ω) · ri −C(q + ri) +C(q)
]

= Util(E ; q) .

We say that{qi}∞i=1 is an optimizing state sequencewith
respect toE andq if

lim
i→∞

min
ω∈E

[

ρ(ω) ·(qi−q)−C(qi)+C(q)
]

= Util(E ; q) .

(Thus, any optimizing action sequence yields an optimizing
state sequenceqi = q + ri and vice versa.)

We next show that optimizing state sequences minimize di-
vergence to conditional price vectors. Specifically, the di-
vergence between any state sequence and any conditional
price vector tends to zero. Loosely speaking, this means
that the market is moving towards states whose associated
prices, in the limit, include all conditional price vectors.

Theorem 8. Let {qi}∞i=1 be an optimizing state sequence
with respect toE and q, and let µ̂ ∈ p(E ; q). Then
D(µ̂‖qi) → 0 asi → ∞.

Proof. Since the minimized objective in Definition8 is lin-
ear inρ(ω), we can without loss of generality replace min-
imization overρ(ω) whereω ∈ E by minimization over

µ′ ∈ M(E), and thus assume that

lim
i→∞

min
µ′∈M(E)

[

µ′ · (qi − q)− C(qi) + C(q)
]

= Util(E ; q) .
(27)

The expression in the brackets can be rewritten as

µ′ · (qi − q)−C(qi) +C(q) = −D(µ′‖qi) +D(µ′‖q) .

Furthermore, by Theorem1, we haveUtil(E ; q) =
D(µ̂‖q). We can therefore rewrite Eq. (27) as

lim
i→∞

min
µ′∈M(E)

[

D(µ′‖q)−D(µ′‖qi)
]

= D(µ̂‖q) . (28)

To get the statement of the theorem, note that for alli,

D(µ̂‖q) ≥ D(µ̂‖q)−D(µ̂‖qi) (29)

≥ min
µ′∈M(E)

[

D(µ′‖q)−D(µ′‖qi)
]

(30)

where Eq. (29) follows by non-negativity of the divergence,
and Eq. (30) becausêµ ∈ M(E). Since Eq. (30) con-
verges toD(µ̂‖q) by Eq. (28), we obtain that the right
hand-side in Eq. (29) must also converge toD(µ̂‖q), i.e.,
D(µ̂‖qi) → 0.

When R is strictly convex onM, Theorem8 can be
strengthened to show thatp(qi) → µ̂. Strict convexity of
R is equivalent to a certain notion of smoothness ofC. It is
stronger than differentiability ofC [27, Theorem 26.3], but
weaker than the existence of a Lipschitz-continuous gradi-
ent forC. 4

Theorem 9. Let {qi}∞i=1 be an optimizing state sequence
with respect toE andq, and letµ̂ ∈ p(E ; q). If R is strictly
convex onM thenp(qi) → µ̂ asi → ∞.

Proof. First note that ifR is strictly convex thenC is dif-
ferentiable [27, Theorem 26.3], and thusp(qi) is always a
singleton. Next note that the sequence{p(qi)}∞i=1 is con-
tained in a compact setM, so it must have a cluster point
in M. Pick an arbitrary cluster pointµ⋆ and choose a sub-
sequence{qi(j)}∞j=1 such thatp(qi(j)) → µ⋆ asj → ∞.
We will show thatµ⋆ = µ̂ and thus all of the cluster points
of the original price sequence{p(qi)}∞i=1 coincide. This
implies that the sequence actually converges toµ̂ (again,
because it is contained in a compact setM).

To simplify writing, letq′
j := qi(j) andµ′

j := p(q′
j). By

the choice of the subsequence, we haveµ′
j → µ⋆. By

Prop.5, we haveq′
j ∈ ∂R(µ′

j) and by convexity ofR we
have the lower bound

R(µ) ≥ R(µ′
j) + (µ− µ′

j) · q
′
j (31)

4Proposition 12.60ab, R. Tyrrell Rockafellar, Roger J.-B.
Wets.Variational analysis. Springer, 1998.



valid for all µ. We will analyze the limits of this lower
bound on the line segment connectingµ⋆ andµ̂ to argue
thatR must be linear on this line segment. This will yield
a contradiction unlessµ⋆ = µ̂.

By Theorem8 we have thatD(µ̂‖qi) → 0 and hence also
D(µ̂‖q′

j) → 0. To begin the analysis of the lower bound in
Eq. (31), we rewriteD(µ̂‖q′

j) as

D(µ̂‖q′
j) = R(µ̂) + C(q′

j)− µ̂ · q′
j

= R(µ̂)−R(µ′
j) + (µ′

j − µ̂) · q′
j (32)

where the last equality follows becauseC(q′
j) = µ′

j · q
′
j −

R(µ′
j) by Prop.5. SinceD(µ̂‖q′

j) → 0, Eq. (32) yields

lim
j→∞

[

R(µ′
j) + (µ̂− µ′

j) · q
′
j

]

= R(µ̂) . (33)

Thus, we see that the lower bound of Eq. (31) atµ = µ̂ is
tight asj → ∞.

Next, we note thatR is continuous onM by Prop.3, be-
causeM is polyhedral.

We now focus on the line segment connectingµ⋆ andµ̂.
Let λ ∈ [0, 1] and consider Eq. (31) at µ′

j(λ) := (1 −
λ)µ′

j + λµ̂:

R(µ′
j(λ)) ≥ R(µ′

j) + (µ′
j(λ)− µ′

j) · q
′
j

= R(µ′
j) + λ(µ̂− µ′

j) · q
′
j

= (1 − λ)R(µ′
j)

+ λ
(

R(µ′
j) + (µ̂− µ′

j) · q
′
j

)

,

where the first equality follows from the definition ofµ′
j(λ)

and the second by rearranging the terms. Takingj → ∞
and using Eq. (33) and the continuity ofR, we obtain

R
(

(1 − λ)µ⋆ + λµ̂
)

≥ (1− λ)R(µ⋆) + λR(µ̂) .

However, by convexity we also have

R
(

(1 − λ)µ⋆ + λµ̂
)

≤ (1− λ)R(µ⋆) + λR(µ̂) ,

so indeedR must be linear on the line segment connecting
µ⋆ and µ̂, which contradicts strict convexity ofR unless
µ⋆ = µ̂.

F ROBUST BAYES UTILITY

In Sec.2, we motivate the utility for information as the mar-
ket maker’s willingness to pay for information, or, equiv-
alently, as the traders’ ability to profit from their informa-
tion. Another motivation for the same definitions, pursued
in Sec.2.5, arises from defining the utility for information
via a measure of distance, such that the market maker is
willing to pay more for the information more distant from
the current state.

In this section, we give a fourth motivation, showing how
our definitions naturally match up with concepts from ro-
bust Bayes decision theory [16]. In Sec.2, we adopted the
perspective of either an expected-utility-maximizing trader
(for the utility of a belief) or a worst-case trader (for the
utility of an event). Here we show that if we make a
slightly stronger assumption about the behavior of traders
endowed with various information relevant to the market
maker, these two notions can be unified. Specifically, we
will show that assuming that the traders are robust Bayes
decision makers, we obtain the same definitions of the util-
ity for information.

As before, letΩ be a finite set of outcomes. Let∆ be the
set of probability distributions overΩ. Consider a deci-
sion maker trying to choose an actiona from some action
set before an outcome is realized. Given an actiona and a
realized outcomeω ∈ Ω, the decision maker receives the
utility u(a, ω). We assume that the decision maker’s in-
formationI is represented as a non-null subset of∆, i.e.,
∅ 6= I ⊆ ∆. The decision maker assumes that the outcome
ω is drawn according to some probability distributionP ,
but the only information aboutP is thatP ∈ I. Given this
information, we call the decision maker therobust Bayes
decision makerif he is trying to maximize the worst-case
expected utility where the worst case is overP ∈ I. The
obtained worst-case expected utility is referred to as thero-
bust Bayes utility forI and defined as

RBUtil(I) := sup
a

inf
P∈I

Eω∼P [u(a, ω)] .

Consider a prediction market with the cost functionC and
the current stateq. Actions available to a trader are all
possible tradesr ∈ R

K , and the utility of the trader is

u(r, ω) = ρ(ω) · r − C(q + r) + C(q) .

To see that our utility for information is actually the robust
Bayes utility, define the following information sets:

{EP [ρ] = µ} := {P ∈ ∆ : EP [ρ] = µ}

{P [E ] = 1} := {P ∈ ∆ : P [E ] = 1} .

The first corresponds to the probability distributionsP that
give rise to the expected valueEP [ρ] = µ; the second cor-
responds to the probability distributions that put all of their
mass on outcomesω ∈ E . Plugging these information sets
into the definition of the robust Bayes utility, we obtain

RBUtil(EP [ρ] = µ) = Util(µ; q)

RBUtil(P [E ] = 1) = Util(E ; q) .

Thus indeed the market maker’s utility for a belief and for
an event is a robust Bayes utility.

While the notion of excess utility is not standard in robust
Bayes decision theory, it can be naturally defined as fol-
lows. LetI1, I2 ⊆ Ω such thatI1 ∩ I2 6= ∅. Then the



excess robust Bayes utility forI1 givenI2 is

RBUtil(I1 | I2) = RBUtil(I1 ∩ I2)− RBUtil(I2) ,

and thus we also obtain

RBUtil

(

EP [ρ] = µ
∣

∣ P [E ] = 1
)

= Util(µ | E ; q) .

Grünwald and Dawid [16] show that whenever the setI
is closed and convex, the robust Bayes utilityRBUtil(I)
coincides with the dual concept of themaximum (gener-
alized) entropy, which seeks to find the distribution of the
maximum entropy that satisfies a given set of constraints
(expressed asI). We do not go into details here, but sim-
ply point out that the correspondence between the utility
of information and the Bregman divergence (Theorem1) is
just a special case of the duality between the robust Bayes
and the maximum entropy.

G SUFFICIENT CONDITIONS AND
ROOF EXAMPLES

Here we explore when we can and cannot achieve implicit
submarket closing, i.e., ZEROUTIL , EXUTIL , and COND-
PRICE simultaneously, in the sudden revelation setting. We
begin with an example in which implicit submarket closing
is not possible, and then present sufficient conditions, fol-
lowed by additional examples.

G.1 IMPOSSIBILITY EXAMPLE

Example 9. Consider the square market introduced in Ex-
ample2 with the observation functionX(ω) = ω1 + ω2 ∈
{0, 1, 2}. We will see that for this market, the condition
of Theorem2 cannot be satisfied and therefore we cannot
achieve EXUTIL . Specifically, we show that there exists an
s for which no convex function is consistent withRb̂.

First note that the observation function gives rise to
conditional price spacesM0 = {(0, 0)}, M1 =
conv{(1, 0), (0, 1)} = {(λ, 1 − λ) : λ ∈ [0, 1]}, and
M2 = {(1, 1)}. We examine the value ofRb̂ at three
points,

µ0 = (0, 0) , µ1 = (12 ,
1
2 ) , µ2 = (1, 1) .

By Proposition2, we havêbx = C(s)− Cx(s), and so

Rb̂(µ0) = R(0, 0)− [C(s)− C0(s)] = −C(s),

Rb̂(µ2) = R(1, 1)− [C(s)− C2(s)] = −C(s) + s1 + s2,

Rb̂(µ1) = R(12 ,
1
2 )− [C(s)− C1(s)]

= −2 ln 2− C(s) + 2 ln
(

es1/2 + es2/2
)

= −2 ln 2− C(s)

+ 2 ln
[

e(s1+s2)/4
(

e(s1−s2)/4 + e(s2−s1)/4
)]

= −C(s) + s1+s2
2 + 2 ln

(

z+z−1

2

)

,

wherez = e(s1−s2)/4. Note thatµ1 = (µ0 + µ2)/2, but
Rb̂(µ1) > (Rb̂(µ0) +Rb̂(µ2))/2 wheneverz + z−1 > 2,
i.e., wheneverz > 0 andz 6= 1. From the definition of
z this happens whenevers1 6= s2, so for any suchs, no
convex function can be consistent withRb̂.

G.2 SUFFICIENT CONDITIONS

As we saw in Example9, there is sometimes tension be-
tween satisfying ZEROUTIL and EXUTIL , and in particu-
lar, we cannot always achieve both. We now establishsuffi-
cientconditions under which we can achieve both of these
goals (and hence CONDPRICE as well). We will do this in
a way that focuses on the geometry of the setsMx, and
consequently our results will apply regardless of the choice
of C and the transition states. This not only simplifies
the theory, but has practical advantages as well; the market
designer need not worry about the transition state, and can
chooseC independently of concerns about implicit market
closing.

In particular, we will show sufficient conditions for when
(convRb̂) is consistent withRb̂, and then apply Theo-
rem2. In fact, we show something stronger, by characteriz-
ing when(convRb) is consistent withRb for all vectorsb.

Recall that afaceof a convex setS is a convex subsetF ⊆
S such that any line segment inS whose relative interior
intersectsF , must have both of its endpoints inF . Our
sufficient condition requires that the setsMx be faces of
M. This means that elements ofMx cannot be obtained
as convex combinations including elements fromMy for
y 6= x with non-zero weight.

We define simplices∆X := {λ ∈ R
X
+ :

∑

x λx ≤ 1} and
∆k := {λ ∈ R

k
+ :

∑

i λi ≤ 1} whereR+ are non-negative
reals. Before proving the sufficient condition, we state the
following alternative characterization of the face.

Proposition 6. Let F andS be convex sets andF ⊆ S.
ThenF is a face ofS if and only if for all µ ∈ F , any
decomposition ofµ into a convex combination overS must
put zero weight on points outsideF ; i.e., for all k ≥ 1,
λ ∈ ∆k andµi ∈ S such thatµ =

∑k
i=1 λiµ

i, we must
have thatλi = 0 for µi 6∈ F .

Proof. Assume first thatF is a face. By convexity ofF , a
convex combination of any points fromF lies inF . Also,
any convex combination of points fromS\F must lie in
S\F . This is true fork = 2 points by the definition of the
face. Fork > 2 it follows by induction, because, assuming
λ1 > 0, we can rewrite the convex combination ofµi ∈
S\F as

λ1µ1 + · · ·+ λkµk

= (1 − λk)

[

λ1µ1 + · · ·+ λk−1µk−1

λ1 + · · ·+ λk−1

]

+ λkµk .



The term in the brackets is inS\F by the inductive hy-
pothesis, so the entire expression is a convex combination
of k = 2 points fromS\F , and therefore lies inS\F
by the definition of the face. Now assume thatµ ∈ F ,
and consider any decomposition ofµ into a convex com-
bination overS. By the above reasoning, we can col-
lect the terms withµi ∈ F and µi 6∈ F and write
µ = λFµ

F + λS\Fµ
S\F whereλF andλS\F are the re-

spective sums of weights ofµi ∈ F andµi ∈ S\F , and
µF ∈ F andµS\F ∈ S\F are their respective convex
combinations. From the definition of the face, we obtain
λS\F = 0.

For the opposite direction, consider anyµ1,µ2 ∈ S and
assume that a pointµ in the relative interior of the connect-
ing line segment lies inF , i.e.,µ = λ1µ

1 + λ2µ
2 with

λ1, λ2 > 0. The condition of the proposition then implies
that the endpointsµ1,µ2 be inF , soF must be a face.

Proposition 7. For any convexR with domR = M,
(convRb) is consistent withRb for all b ∈ R

X if and only
if the setsMx are disjoint faces ofM. 5

Proof. Suppose that the setsMx are disjoint faces ofM,
andR andb are given. By Proposition B.2.5.1 of Hiriart-
Urruty and Lemaréchal [30], we may use an alternate rep-
resentation of the convex roof,

(convRb)(µ) = inf

{

k
∑

i=1

λiR
b(µi) : k≥1, µi∈M⋆,

λ∈∆k,

k
∑

i=1

λiµ
i=µ

}

.

Intuitively, this expression examines all upper bounds im-
posed by the convexity constraints fromRb and defines
(convRb) as the infimum of these upper bounds. Note that
Rb is convex on each of the setsMx (since it is just a
shifted copy ofR on Mx). Therefore, we may condense
convex combinations within eachMx (which only lowers
the correspondingRb values), yielding

(convRb)(µ) = inf

{

∑

x∈X

λxR
b(µx) : µx∈Mx,

λ∈∆X ,
∑

x∈X

λxµ
x=µ

}

. (34)

For a giveny ∈ X , the setMy is a face disjoint from all
Mx for x 6= y. Thus, ifµ ∈ My, we obtain by Prop.6
that theλ in the right hand side of Eq. (34) must have
λx = 0 for x 6= y andλy = 1. This immediately yields
(convRb)(µ) = Rb(µ).

5If Rb is not well defined, we assume that no function can be
consistent withRb.

For the other direction, first note that if setsMx are not
disjoint thenRb is not well defined for allb and the the-
orem holds. Assume that setsMx are disjoint, but they
are not all faces. Therefore, for somey ∈ X , we have
µ ∈ My which can be written as a convex combination
µ = λ1µ

1 + λ2µ
2 with λ1, λ2 > 0, µ1,µ2 ∈ M, but

µ1 6∈ My. We will argue that this implies thatµ can be
written as a convex combination acrossµx ∈ Mx, putting
non-zero weight on someµz wherez 6= y. The reason-
ing is as follows. Sinceµ1,µ2 ∈ M, they can be written
as convex combinations ofρ(ω) acrossω ∈ Ω. Collecting
ω ∈ Ωx for x ∈ X , vectorsµ1 andµ2 can be in fact written
as convex combinations

µ1 =
∑

x∈X

λ1,xµ
1,x , µ2 =

∑

x∈X

λ2,xµ
2,x

whereµ1,x,µ2,x ∈ Mx. Collecting the matching terms,
we can thus writeµ as

µ =
∑

x∈X

λxµ
x

whereλx = λ1λ1,x + λ2λ2,x and

µx =
λ1λ1,xµ

1,x + λ2λ2,xµ
2,x

λ1λ1,x + λ2λ2,x
∈ Mx .

Sinceµ1 6∈ My, we must haveλ1,y < 1, and thus also
λy < 1 (becauseλ1 > 0). Hence, there must exist some
z 6= y such thatλz > 0.

To show that(convRb) cannot be consistent withRb for
all b, considerbwith bx = 0 for x 6= z andbz equal to some
large value. Thus,

∑

x λxR
b(µx) =

∑

x λxR(µx)−λzb
z.

We may make this expression as low as desired by increas-
ing bz, and in particular, for a sufficiently largebz, we have
∑

x λxR
b(µx) < R(µ) = Rb(µ), so any function which

is consistent withRb will not be convex.

Combining Theorem2 and Proposition7, we have the fol-
lowing theorem.

Theorem 10. If the setsMx are disjoint faces ofM, then
CONDPRICE, EXUTIL , andZEROUTIL are achieved with
NewState as the identity andNewCost outputting the con-
jugate ofR̃ = (convRb̂).

G.3 BINARY-PAYOFF LCMMS AND THE
SIMPLEX

Two key examples studied in this paper are the LMSR on
the simplex and LCMMs. In this section, we show that
the sufficient condition introduced in the previous section
holds for LCMMs with binary payoffs when the payoffs of
one submarket are observed, as well as for any observations
on a simplex.



We will argue by Theorem10, showing that the setsMx

are exposed faces ofM. Recall thatF is anexposed faceof
a convex setS if F is the set of maximizers of some linear
function overS. The exposed face is always a face [27,
page 162]

Instead of working withMx, it in fact suffices to work with
Ωx. Inspired by the definition of an exposed face, we define
an “exposed event” as follows.

Definition 9. An eventE ⊆ Ω is calledexposedif it is the
set of maximizers of some linear function ofρ(ω), i.e., if
there exists a vectorv ∈ R

K such that

E = argmax
ω∈Ω

[v · ρ(ω)] .

It is immediate that ifΩx is an exposed event, thenMx is
an exposed face disjoint fromMy for anyy 6= x. Combin-
ing this with Theorem10yields the following theorem.

Theorem 11. If all eventsΩx are exposed, thenCOND-
PRICE, EXUTIL , and ZEROUTIL are achieved with
NewState as the identity andNewCost outputting the con-
jugate ofR̃ = (convRb̂).

We next show how Theorem11 can be used to argue that
submarket closing is possible in binary-payoff LCMMs and
on a simplex.

Example 10. Submarket closing in binary-payoff LCMMs.
We need to argue that the events corresponding to submar-
ket observations in a binary-payoff (ρ(ω) ∈ {0, 1}K for all
ω ∈ Ω) LCMMs are exposed. We use the same construc-
tion as in the proof of Theorem7. Letg be a submarket in a
binary-payoff LCMM. Letx ∈ Xg andΩx := {ρg = x}.
We need to show thatΩx is exposed. Considerv ∈ R

K

with the components

vi =











1 if i ∈ g andxi = 1,

−1 if i ∈ g andxi = 0,

0 if i 6∈ g.

Let k be the number of1s in x. Now, as in the proof of
Theorem7, we havev · ρ(ω) = k for ω ∈ Ωx andv ·
ρ(ω) ≤ k − 1 for ω 6∈ Ωx. Thus indeedΩx is exposed,
and therefore, by Theorem11, implicit submarket closing
is always possible.

Example 11. Submarket closing on a simplex.We show
that all events on a simplex are exposed and thus any ran-
dom variable allows implicit submarket closing by Theo-
rem 11. Recall that in a market on a simplex, such as
LMSR, we haveΩ = [K] andρi(ω) = 1[i = ω]. Let
E ⊆ Ω be an arbitrary event. To see thatE is exposed, con-
siderv ∈ R

K with the componentsvi = 1[i ∈ E ]. We
have

v · ρ(ω) = vω = 1[ω ∈ E ] .

Thus,v · ρ(ω) = 1 for ω ∈ E andv · ρ(ω) = 0 for ω 6∈ E ,
showing thatE is exposed.

•
•

•
•

• •

• M4

M1 M2

M3

Figure 2: Example showing that the conditions of Theorem10are
not always necessary.

G.4 WHEN THE SETS Mx ARE NOT FACES

It is worth noting that the condition in Theorem10 that
requires the setsMx to be disjoint faces is merely sufficient
and not necessary. In Figure2 we give a pictorial example
in two-dimensional price space in which one of the sets,
M4, is not a face ofM, but it is still possible to achieve
CONDPRICE, EXUTIL , and ZEROUTIL .

Consider first a market with conditional price spacesM1,
M2, and M3 as shown, butnot M4. The three sets
M1,M2, andM3 are disjoint faces ofM (the convex
hull of these sets), and hence Theorem10 applies and
CONDPRICE, EXUTIL and ZEROUTIL are satisfied by
setting the new cost function to the conjugate ofR̃ =

(convR(b̂1,b̂2,b̂3)). By construction of̂b andR̃, the points
(µ̂x, R̃(µ̂x)) for x ∈ {1, 2, 3} lie on the tangent ofR with
the slopes, and this same hyperplane is also a tangent ofR̃
with the slopes.

Now consider a market with conditional price spacesM1,
M2, M3, andM4, as in the figure. We will argue that
CONDPRICE, EXUTIL , and ZEROUTIL are satisfied for
this market using the conjugate of the same functionR̃ used
above. First observe that the geometry ofM1,M2,M3,
andM4 implies that regardless of the specific conditional
price vectorŝµx ∈ Mx for x ∈ {1, 2, 3}, we always have
that µ̂4 is in the convex hull of̂µ1, µ̂2, andµ̂3. Now by
convexity of R̃, the fact that the tangent tõR with slope
s contains(µ̂x, R̃(µ̂x)) for x ∈ {1, 2, 3} implies that this
tangent must also contain the point(µ̂4, R̃(µ̂4)). Thus, set-
ting b4 = R(µ̂4) − R̃(µ̂4), we obtain thatR̃ is consistent
with R(b̂1,b̂2,b̂3,b4) (for the samêb1, b̂2, and b̂3 as above)
which by Lemma2 guarantees CONDPRICE and EXUTIL .
Since(µ̂4, R̃(µ̂4)) is on the tangent, ZEROUTIL holds too.

H BOUNDS ON WORST-CASE LOSS

In this section, we show that the mechanisms studied in this
paper maintain an important feature of cost-function-based
market makers: a finite bound on the loss of the market
maker which is guaranteed to hold no matter what trades
are executed or which outcomeω occurs. In particular, we
show that the worst-case loss bound of a market maker us-
ing the initial cost function (C for sudden revelation mar-



ket makers,C(·; t0) for gradual decrease market makers) is
maintained.6

For a standard cost-function-based market maker with cost
functionC, the worst-case market maker loss is simply

WCLoss(C; sini)

:= sup
ω∈Ω,r∈RK

[

ρ(ω) · r − C(sini + r) + C(sini)
]

wheresini is the initial state of the market. The term in-
side the supremum is the difference between the amount
the market maker must pay traders and the amount col-
lected from traders by the market maker when the cumula-
tive trade vector isr and the outcome isω. Our assumption
thatdomR = M, whereR is the conjugate ofC, guaran-
tees thatWCLoss(C; sini) is always finite [2]. In particular,
it is easy to see from Eq. (1) of Theorem1 that

WCLoss(C; sini) = max
ω∈Ω

D(ρ(ω), sini) .

We show that the mechanisms introduced in Sections3
and4 maintain this bound.

H.1 SUDDEN REVELATION MARKET MAKERS

For sudden revelation market makers (see Protocol1), the
worst-case market maker loss is

WCLoss(C, NewCost, NewState; sini)

:= sup
ω∈Ω,r∈RK ,r̃∈RK

[

ρ(ω) · (r + r̃)− C(sini + r)

+ C(sini)− C̃(s̃+ r̃) + C̃(s̃)
]

(35)

whereC̃ = NewCost(sini+r) ands̃ = NewState(sini+
r). Note thatC̃ and s̃ depend onr although we do not
write this dependence explicitly. The worst-case loss does
not depend on the switch timet.

We now bound this worst case loss for our construction in
Sec.3, with s̃ equal to the states at the switch time and
C̃ defined to be the conjugate of̃R = (convRb̂), whereb̂
depends ons. We show that the loss of this market maker is
no worse than that of a market maker using the initial cost
functionC.

Theorem 12. If NewState(s) = s and NewCost(s) is
defined as in Theorem2, then for any bounded-loss, no-
arbitrage cost functionC and any initial statesini,

WCLoss(C,NewCost,NewState;sini)≤WCLoss(C;sini).

Proof. Let s̃fin be the final state of the market ands be the
market state at the switch timet, as in Protocol1. Then

6We actually show something slightly stronger: for every out-
comeω, the worst case loss of the market maker conditioned on
the true outcome beingω is maintained.

from Proposition2, C̃(s̃) = C̃(s) = C(s) and

WCLoss(C, NewCost, NewState; sini)

= max
ω∈Ω

sup
s̃fin∈RK

[

ρ(ω) · (s̃fin − sini)

+ C(sini)− C̃(s̃fin)
]

.

By conjugacy we have

sup
s̃fin∈RK

[

ρ(ω) · s̃fin − C̃(s̃fin)
]

= R̃
(

ρ(ω)
)

.

By the definition of̂b,

R̃
(

ρ(ω)
)

= R
(

ρ(ω)
)

−D(µ̂x‖s) ≤ R
(

ρ(ω)
)

for someµ̂x ∈ p(Ωx; s) wherex ∈ X is such thatω ∈ Ωx.
Putting this together, we obtain the bound

WCLoss(C, NewCost, NewState; sini)

≤ max
ω∈Ω

[

R
(

ρ(ω)
)

+ C(sini)− ρ(ω) · sini
]

= WCLoss(C; sini) .

H.2 GRADUAL DECREASE LCMMS

For gradual decrease market makers (see Protocol2), the
worst-case market maker loss can be written as

WCLoss(C, NewState; s0, t0)

:= sup
ω∈Ω,N≥0,{ri}N

i=1,{t
i}N

i=1

with t0≤t1≤···≤tN

[

N
∑

i=1

[

ρ(ω) · ri

−C(s̃i−1 + ri; ti) +C(s̃i−1; ti)
]

]

(36)

wheres̃i−1 = NewState(si−1; ti−1, ti).

We next show that the worst-case loss of the gradual de-
crease LCMM developed in Sec.4 is no worse than that of
a market maker using the initial cost functionC(·; t0).

Theorem 13. For the gradual decrease LCMM with corre-
sponding functionNewState and costC and any differen-
tiable non-increasing information-utility schedulesβg, for
any initial states0 and timet0,

WCLoss(C, NewState; s0, t0) ≤ WCLoss(C0; s0)

whereC0 := C(·; t0).

Proof. In the context of Protocol2, letCi denoteC(·; ti),
andRi andDi denote the corresponding conjugate and di-
vergence. First, note that by Theorem3, for anyi and any



µ ∈ M, for suitableδ⋆ andη⋆,

Di+1(µ‖s̃i)

=
∑

g∈G

βg(t
i+1)

βg(ti)
Di

g(µg‖s
i
g + δ⋆g) + (A⊤µ− b) · η⋆

≤
∑

g∈G

Di
g(µg‖s

i
g + δ⋆g) + (A⊤µ− b) · η⋆

= Di(µ‖si) . (37)

The last equality follows from Theorem6c.

We can bound the expression inside the supremum in
Eq. (36) as

N
∑

i=1

[

ρ(ω)·ri−Ci(s̃i−1+ri)+Ci(s̃i−1)
]

=

N
∑

i=1

[

Ri
(

ρ(ω)
)

+Ci(s̃i−1)−ρ(ω)· s̃i−1

−Ri
(

ρ(ω)
)

−Ci(s̃i−1+ri)+ρ(ω)·(s̃i−1+ri)
]

=
N
∑

i=1

[

Di(ρ(ω)‖s̃i−1)−Di(ρ(ω)‖s̃i−1+ri)
]

=

N
∑

i=1

[

Di(ρ(ω)‖s̃i−1)−Di(ρ(ω)‖si)
]

=D1(ρ(ω)‖s̃0)+
N−1
∑

i=1

[

Di+1(ρ(ω)‖s̃i)−Di(ρ(ω)‖si)
]

−DN (ρ(ω)‖sN)

≤D0(ρ(ω)‖s0)

where the last inequality follows by applications of Eq. (37)
to the first two terms and the positivity ofDN (·‖·). Taking
the supremum, we obtain

WCLoss(C, NewState; s0, t0)

≤ max
ω∈Ω

D0(ρ(ω)‖s0) = WCLoss(C0; s0) .
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