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Abstract. To build machine learning systems that are reliable, trustworthy, and fair, we must be able
to provide relevant stakeholders with an understanding of how these systems work. Yet what makes
a system “intelligible” is difficult to pin down. Intelligibility is a fundamentally human-centered
concept that lacks a one-size-fits-all solution. Although many intelligibility techniques have been
proposed in the machine learning literature, there are many more open questions about how best to
provide stakeholders with the information they need to achieve their desired goals. In this chapter,
we begin with an overview of the intelligible machine learning landscape and give several examples
of the diverse ways in which needs for intelligibility can arise. We provide an overview of the
techniques for achieving intelligibility that have been proposed in the machine learning literature. We
discuss the importance of taking a human-centered strategy when designing intelligibility techniques
or when verifying that these techniques achieve their intended goals. We also argue that the notion of
intelligibility should be expanded beyond machine learning models to other components of machine
learning systems, such as datasets and performance metrics. Finally, we emphasize the necessity of
tight integration between the machine learning and human—computer interaction communities.

1.1 The Intelligible Machine Learning Landscape

People are at the heart of each and every stage of the machine learning lifecycle. People de-
fine the tasks that machine learning systems are intended to address and decide whether or
not to build them. The datasets with which machine learning models are trained are gener-
ated by people—perhaps explicitly if labels are crowdsourced, or implicitly if they contain
traces of people’s words, images, or actions. People make decisions about how to collect,
clean, and annotate data points, which machine learning models to use (say, a decision
tree or a neural network), which training algorithms to implement, and how to incorporate
trained models into larger systems. Once developed, people often use the predictions of
machine learning systems to make decisions, and these decisions may, in turn, impact other
people’s lives—potentially in high-stakes domains like criminal justice and healthcare.
Because of the central role that people play in the machine learning lifecycle, build-
ing machine learning systems that are reliable, trustworthy, and fair requires that relevant
stakeholders—including developers, users, and ultimately the people who are affected by
these systems—have at least a basic understanding of how they work. How does a ma-
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chine learning model use different features? Why does a system make certain predictions?
How and from where was the dataset with which the model was trained collected? How
do these factors influence how well a system’s predictions will generalize to new settings,
and therefore where the system should be deployed? Being able to answer these ques-
tions is more urgent than ever with the widespread movement to “democratize” machine
learning (Hosanagar and Saxena, |2017). There is a push to develop off-the-shelf models
and tools that make it possible for anyone to incorporate machine learning into their own
systems, with or without any prior machine learning experience. However, this leads to the
risk that the people who are building, deploying, and affected by machine learning systems
may not be used to reasoning about the forms of uncertainty inherent in their predictions,
and may therefore misunderstand, mistrust, or misuse these systems. They may fail to ac-
count for a system’s limitations, be blind to its biases, or be unable to diagnose or debug
system failures. And, even if a system behaves as intended, it may still lead to unintended
consequences. As Cabitza argues in Chapter X, people’s interactions with machine learn-
ing systems are ‘“‘more relevant than computation for [their] impact in real-world settings.”
Transparency and intelligibility are often touted as key factors in building trustworthy
machine learning systems, yet there is no clear consensus on what these terms mean. In-
deed, they are often used to cover a collection of related but distinct concepts. Following
recommendations put forth by the European Commission’s High-Level Experts Group on
Artificial Intelligence, we break transparency into three components (HLEG, 2019):

- Traceability: Those who develop or deploy machine learning systems should clearly
document their goals, definitions, design choices, and assumptions.

- Communication: Those who develop or deploy machine learning systems should be
open about the ways they use machine learning technology and about its limitations.

. Intelligibility:[]_-] Stakeholders of machine learning systems should be able to understand
and monitor the behavior of those systems to the extent necessary to achieve their goals.

The focus of this chapter is intelligibility. Machine learning researchers have proposed
myriad new techniques for achieving intelligibility, many of which we outline in Sec-
tion[I.3] However, despite this flurry of activity, there is no clear consensus on what makes
a system intelligible. [Lipton| (2018)) laid out and contrasted some of the criteria that one
might consider, such as simulatability. |Doshi-Velez and Kim|(2017) pointed out the diffi-
culty of evaluating how intelligible a system is, and the resulting propensity for a “you’ll

! The High-Level Experts Group refers to this component as explainability, while other have referred to it as inter-
pretability. Researchers, practitioners, and policy makers have yet to reach consensus on the definitions of these
terms, and they are often, though not always, used interchangeably. Throughout this chapter, we stick with intelli-
gibility, which dates back to|Bellotti and Edwards|(2001) and is more often used in the human—computer interac-
tion community (e.g.,|Lim et al.|[2009;|Lim and Dey,[2011ajb;|Knowles} 2017;|Abdul et al.; 2018), because it em-
phasizes the importance of providing particular stakeholders with an understanding of machine learning systems.



know it when you see it” attitude. Citing decades of research in philosophy, psychol-
ogy, and cognitive science, Miller| (2019) argued that the the machine learning community
should move away from imprecise, subjective notions of intelligibility, such as whether a
system’s developer found it “easy to use,” and instead evaluate explanations of machine
learning systems’ behavior in terms of factors known to make explanations more useful to
people, such as preferring explanations that are contrastive (e.g., fever is more consistent
with a diagnosis of pneumonia as opposed to a common cold) and sequential (e.g., fever
suggests either bronchitis or pneumonia and, between the two, chills suggest the latter).

In this chapter, we take the perspective that in order to achieve intelligibility, we must
go one step further. Importing existing findings from the social science literature is nec-
essary but not sufficient to ensure that machine learning systems are intelligible. Instead,
we must actively engage with the social sciences and—drawing on methodological tools
from human—computer interaction (HCI) like interviews and field studies—take a human-
centered strategy. We must start by considering the needs of relevant stakeholders, and
then design intelligibility techniques with these needs in mind. We must be aware of
stakeholders’ mental models of machine learning systems. We must evaluate intelligibility
techniques in terms of whether these stakeholders are able to achieve their desired goals.
Finally, to claim intelligibility, we must posit concrete, testable hypotheses about these
stakeholders and their goals and then test these hypotheses experimentally. This strategy
makes clear why imprecise, subjective notions of intelligibility are insufficient. Indeed, we
discuss scenarios in which commonly accepted assumptions about intelligibility are wrong.

We also argue that model intelligibility is just one piece of a bigger picture. Although
model intelligibility has received the most attention in the machine learning literature to
date, intelligibility may also be needed for other components of machine learning systems.
Depending on the particular stakeholders identified and their desired goals, the intelligi-
bility of components such as datasets and performance metrics may be more important
than the intelligibility of models. We therefore give several examples of recent attempts to
increase and evaluate the intelligibility of machine learning components other than models.

The intelligibility of machine learning systems is still a relatively young area of research,
and in many ways this chapter provides more questions than answers. That said, we hope
it will serve as a valuable guide to the intelligible machine learning landscape, as well
as a call to action to encourage the machine learning community to come together with
researchers from human-centered fields like HCI to form meaningful collaborations.

1.2 'Who Needs Intelligibility and Why?

As we argued above, a human-centered strategy to intelligibility must begin with the needs
of relevant stakeholders, including data scientists, developers, designers, program man-
agers, regulators, users, or people who are affected by a system, to name just a few exam-
ples. Intelligibility is often needed in order to achieve other objectives, such as debugging



a model, anticipating how a system will behave when deployed in the real world, or evalu-
ating whether a system’s predictions will lead to decisions that are fair. In this section, we
give several illustrative examples of the ways in which needs for intelligibility can arise.
Within the machine learning community, the need for intelligibility perhaps arises most
commonly from the goal of improving the robustness of machine learning systems by
making it easier for data scientists and developers to identify and fix bugs. For example,
Caruana et al.| (2015) told the story of a project in the 1990s that was designed to evaluate
the application of machine learning to healthcare tasks. In particular, researchers wanted
to predict the risk of death for patients with pneumonia so that high-risk patients could be
hospitalized. They tried a wide variety of different machine learning models, including
a simple rule-based decision support model. Because the rules were human-readable, the
researchers were able to examine them directly. They noticed that the model had an odd
characteristic: it predicted that having asthma decreased a patient’s risk of death. At first
they were perplexed by this, but eventually they realized that it was an artifact of the dataset
with which the model had been trained. Specifically, asthma is known to be a major risk
factor, so people with asthma who get pneumonia are immediately admitted to the ICU. As
aresult, they receive excellent care and tend to have good outcomes. These good outcomes
were reflected in the dataset. Because the researchers had used a sufficiently simple model,
they were able to identify and fix this bug, which might not have been caught otherwise.
Data scientists and developers may also use intelligibility as a way to gain buy-in from
customers or management. In interviews with practitioners in the public sector, Veale et al.
(2018)) found that one analytics lead working at a tax agency felt pressure to “provide the
logic of their machine learning systems” to customers, while another mentioned similar
pressure to explain predictions to business users. In both cases, the practitioners therefore
decided to forego more complex machine learning models in favor of simpler models.
Outside of the machine learning community, the need for intelligibility typically arises
from goals that are more oriented toward users or people who are affected by machine
learning systems. For example,|O’Neil|(2016) described a scenario in which a teacher eval-
uation system predicted that a teacher’s quality had changed dramatically from one year
to the next. Providing school administrators and the teacher in question with explanations
for these predictions, including descriptions of the most important features, would have al-
lowed these stakeholders to better understand how the system worked, in turn helping them
decide how much to trust it. In this case, the system relied only on students’ test scores.
Had school administrators been provided with explanations that made this clear, they could
have decreased their trust in the system accordingly. In other words, such explanations
could have served as evidence against the system’s trustworthiness (Knowles, [2017).
Intelligibility can also lead to more usable products. For example, providing a user with
an explanation of why a recommender system suggested a particular movie may help them
decide whether to act on the suggestion (McSherry, 2005). Indeed, Tintarev and Masthoff



(2010) laid out seven distinct goals that one might have when providing explanations of rec-
ommendations for users, including effectiveness (i.e., helping users make good decisions),
efficiency (i.e., helping users make faster decisions), and satisfaction (i.e., increasing users’
ease of use or enjoyment). Similarly, Facebook introduced a “why am I seeing this post?”
feature to help users better understand the content on their feeds (Sethuraman, [2019)).
Another motivation for intelligibility is the need to demonstrate compliance with regula-
tory obligations. For example, in 2018, the European Commission expanded plans to reg-
ulate online platforms to include search engines Under the proposed regulations, search
engine providers would be required to explain how their ranking systems work—i.e., how
different sites, which may include the providers’ own sites, are ranked—in order to demon-
strate that they are not favoring their own interests over those of third parties. As another
example, credit decisions must comply with the Fair Credit Reporting Act and the Equal
Credit Opportunity Act, both of which require lenders to explain credit decisions. As a
result, the financial services industry primarily relies on machine learning models that are
simple enough to constitute explanations of their own behavior. In a similar vein, the Eu-
ropean Union General Data Protection Regulatiorﬂ requires that people who are affected
by automated decision-making systems must be provided with “meaningful information
about the logic involved.” [Wachter et al.|(2018)) argued that the most effective way to ful-
fill this requirement is to provide people with counterfactual explanations that specifically
describe how they would need to change their data to experience a different decision.
Finally, intelligibility is often motivated as a way for decision makers to uncover fair-
ness issues in machine learning systems. Although compelling as a motivation, this area
has seen less attention to date than one might expect. Some exceptions include the work
of |Alvarez-Melis and Jaakkola (2017), who proposed a framework for explaining struc-
tured predictions and then used this framework to uncover gender stereotypes in machine
translation systems, and the work of Tan et al. (2018)), who developed a method for using
simpler models to audit more complex risk-scoring models in finance and criminal jus-
tice for unfairness. |Dodge et al.| (2019) also showed (among other things) that different
types of fairness issues may be more effectively uncovered via different types of explana-
tions. Because of the importance of fairness in machine learning, we recommend the re-
lationship between intelligibility and fairness as a particularly important avenue for future
investigation—all the more so because Kleinberg and Mullainathan| (2019)) showed that,
contrary to assumptions, model simplicity and fairness can be at odds with one another.

2https://ec.europa.eu/newsroom/dae/document .cfm?doc_id=51803
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1.3 Common Approaches to Intelligibility

In recent years, machine learning researchers have proposed many new techniques for
achieving intelligibility. The majority of these techniques take one of two common ap-
proaches. The first common approach is to design and deploy models that are arguably
simple enough for people to plausibly reason about their behavior, either directly or with
the aid of simple visualizations or other tools—i.e., the model itself constitutes an explana-
tion of its behavior. For example, |Ustun and Rudin| (2016) and Jung et al.|(2017) explored
the use of point systems that are simple enough for a decision maker to memorize and
apply on the fly, perhaps even without the need for pencil and paper. As another example,
GAMs (generalized additive models) can represent relatively more complex functions, but
with an additive structure that allows people to visualize the impact of each individual fea-
ture on the model’s predictions (Lou et al.| 2012} 2013} |Caruana et al., |2015). Despite the
commonly accepted assumption that relatively simple models are less accurate than more
complex models like neural networks, there is significant evidence that there are many
tasks for which simple models are nearly as accurate as more complex models—including
some tasks in high-stakes domains like criminal justice and healthcare—making them a vi-
able alternative when intelligibility is a priority (Dawes| {1979} Astebro and Elhedhli, [2006j
Caruana et al., 2015 Jung et al., 2017; Rudin and Ustun, 2018; Rudin} 2019). Therefore,
for these tasks, there may be no need to sacrifice accuracy in order to achieve intelligibility.
The second common approach to intelligibility is to generate post-hoc explanations for
complex models. Some techniques directly estimate a notion of the “importance” of each
feature in generating a prediction for a particular data point. For example, LIME (local in-
terpretable model-agnostic explanations) does this by learning a relatively simple (linear)
local approximation of the underlying model around a particular data point (Ribeiro et al.,
2016). In contrast, SHAP (Shapley additive explanations) uses a notion of importance
based on the idea of Shapley values from cooperative game theory to assign “credit” across
all features for a prediction (Lundberg and Leel [2017). TCAV (testing with concept activa-
tion vectors) is a technique that outputs a prediction’s sensitivity to a higher-level concept
(e.g., whether an object in an image is “striped”) that is learned from user-provided exam-
ples (Kim et al., 2018). Other techniques aim to explain each prediction in terms of the
most influential training data points (Koh and Liang|[2017). Still others provide counterfac-
tual explanations that describe how a data point would need to change to receive a different
prediction (Russelll 2019; Weld and Bansal, 2019; Ustun et al.,[2019;|Wachter et al.| 2018)).
In our own work with collaborators (Alvarez-Melis et al.,2019)), we have begun to explore
techniques that emphasize factors known to make explanations more useful to people.
With a few exceptions—namely techniques that involve training a simple model to mimic
a more complex one (Lakkaraju et al.| 2019} [Tan et al., 2018)—these post-hoc techniques
tend to provide local explanations of individual predictions, as opposed to global expla-
nations that describe the behavior of a model as a whole. These explanations may or may



not reflect the true behavior of the model (Rudin, 2019; Weld and Bansal, 2019). In a
sense, these techniques can be viewed as providing post-hoc justifications for predictions
rather than causal explanations of why a model made the predictions it did. Indeed, re-
searchers have shown that some techniques for generating explanations can be prone to
instability, failing to output similar explanations for similar predictions made for similar
data points (Alvarez-Melis and Jaakkolal 2018a). For these reasons, researchers have be-
gun to explore a hybrid approach of training complex models that are constrained to make
only easily explainable predictions (Lei et al.,[2016; |Alvarez-Melis and Jaakkolal [2018b)).

Although explanations can be used to achieve intelligibility, they do not guarantee that
intelligibility will be achieved. Moreover, because machine learning systems have many
different stakeholders, each of whom may have different goals in different settings, it is
seldom the case that there is a single, universal answer as to what makes a system or expla-
nation intelligible. Some techniques may be especially well suited to certain stakeholders.
For example, if a system recommends that an individual be denied a loan, the individual
may prefer a counterfactual explanation that offers actionable recourse (Ustun et al.| [ 2019)).
However, this type of explanation may be less useful for a data scientist attempting to de-
bug a model. For this reason, we argue that the design or use of any intelligibility technique
must start with an investigation of which stakeholders need intelligibility and why.

1.4 The Importance of Mental Models

Identifying the right intelligibility technique for a particular stakeholder is far from straight-
forward. Prior work shows that explanations of a system’s behavior can be perceived as a
waste of time (Bunt et al} [2012), can lead to over- or under-reliance on the system (Bus-
sone et al.,[2015)), and can even be harmful when the system is uncertain (Lim and Dey,
2011b). In our own research with collaborators (Poursabzi-Sangdeh et al.,[2018)), we found
that commonly accepted assumptions about the relationship between simplicity and intel-
ligibility do not always hold. That is, our intuition about intelligibility can be wrong.

We set out to measure how varying properties of a model that are commonly associated
with intelligibility—specifically, the number of features used by the model and the trans-
parency of the model’s internals—would influence the behavior of participants who were
asked to use the model to make predictions. The participants—laypeople recruited from
the crowdsourcing platform Amazon Mechanical Turk—were asked to predict the prices of
apartments with the help of a model. For each apartment, the participants were first asked to
guess what the model would predict. They were then given the model’s true prediction and
asked how much they thought the apartment would sell for. We considered four experimen-
tal conditions in a 2x2 design. Specifically, we varied whether the model used two features
or eight, and whether the model was displayed as a “black box” or as a transparent linear
regression model with weights visible to the participants. Crucially, in all four experimen-
tal conditions, the participants saw the same model input (i.e., the same apartment features)



and the same model output (i.e., the same predictions). The only differences were in the
presentation of the model itself, meaning that any differences in the behavior of the partic-
ipants between the conditions could be safely attributed to these presentation differences.
Not surprisingly, participants who were shown the transparent, two-feature model were
best able to simulate (i.e., guess) the model’s predictions. However, contrary to what one
might expect, we found no significant difference across the conditions in the degree to
which the participants followed the model’s predictions for typical data points, when it
would have been benecial for them to do so. Even more surprisingly, increased trans-
parency reduced the participants’ ability to detect when the model had made a sizable
mistake and correct for it. Evidence suggests this was likely due to information overload.
In general, despite the considerable amount of attention given to intelligibility techniques
in the machine learning literature, there has been little evaluation of whether these tech-
niques actually help stakeholders achieve their intended goals. This is perhaps unsurpris-
ing. User studies of intelligibility techniques are extremely challenging. They require
expertise in both machine learning and HCI; they benefit from both qualitative analyses to
understand the nuances of how techniques are used in context and quantitative methods to
yield scalable findings; they must separate out effects of the model, the intelligibility tech-
nique, and the user interface of the specific intelligibility tool; and they must mimic realistic
settings without overburdening participants. This last requirement is particularly difficult
to satisfy when the stakeholders of interest are specialists, such as doctors using a machine
learning system to make healthcare decisions or data scientists trying to debug a model.
In recent work with collaborators (Kaur et al., 2019), we investigated the extent to
which two popular intelligibility techniques, GAMs and SHAP (described above in Sec-
tion [I.3)), are effective at facilitating understanding of machine learning models for one
key stakeholder group: data scientists. To do this, we conducted a contextual inquiry—
semi-structured interviews in which the participants are placed in context—followed by a
survey of data scientists to observe how they used tools implementing GAMs and SHAP to
uncover common issues that arise when building a model. We found that the participants
often over-trusted and misused the tools. Moreover, despite their enthusiasm for the tools,
few of the participants were able to accurately describe the tools’ visualizations in detail.
These results suggest that data scientists may not use intelligibility tools in intended ways.
This gap between what the designers of intelligibility tools intended and the ways in
which these tools are perceived and used stems from the fact that users of any computer
system are not just passive consumers of information, but rather active partners, who will
form their own mental models of the system as they make sense of it (Norman) [1987;
Johnson-Laird, |1983; |Gentner and Stevens| [1983)). One of the first papers to explicitly ad-
dress the role of mental models in people’s interactions with machine learning systems is
that of |[Stumpf et al.| (2009). The authors conducted a think-aloud study to assess whether
different explanations of a machine learning system would enable users to form useful



mental models, thereby influencing the type of feedback given by the users to improve sys-
tem performance. Although there has been some recent work in this space (e.g., [Kulesza
et al., [2013), comparatively more research has focused on using iterative design methods
to build better intelligibility tools without directly engaging with mental models. More-
over, people’s mental models and system use are influenced by their social context, which
is shared via communication. Therefore, if we want people to develop better mental mod-
els of machine learning systems, we likely need to design intelligibility techniques that
facilitate back-and-forth communication between people and systems (Barnlund, 2008)).
One way to facilitate such back-and-forth communication might be via interactive (rather
than static) explanations. For example, [Lim et al.| (2009) studied techniques for interac-
tively probing a machine learning system to improve intelligibility, while [Vaccaro et al.
(2018) showed that giving people an interactive slider made them feel more satisfied with
the output of a system, supporting the idea that interactivity can give people a sense of
agency when interacting with machine learning systems. Weld and Bansal (2019) envi-
sioned interactive explanation systems that allow the user to drill down on specific ex-
planations that are presented, perhaps choosing to view and compare the output from a
selection of different intelligibility techniques. Such interactive explanation systems could
potentially help with explorative experimentation, as proposed in Chapter X. We highlight
interactive intelligibility techniques as an important direction for future investigation.
Finally, we note that in exploring stakeholders’ mental models, it may be useful to make
the distinction between structural mental models, which help people understand how a
system works, and functional mental models, which help people use a system without nec-
essarily understanding how it works (Kulesza et al.,|2012). For example, our finding that
data scientists were seldom able to accurately describe intelligibility tools’ visualizations
at more than a superficial level (Kaur et al.,[2019) suggests that data scientists may have (at
best) functional mental models of these tools. Which stakeholders require structural versus
functional mental models of intelligibility tools in which settings remains an open question.

1.5 Beyond Model Intelligibility

Despite the growing body of literature on intelligible machine learning, most papers focus
only on the intelligibility of (trained) models. However, a model is just one component of
a machine learning system. Depending on the relevant stakeholders and their needs, the
intelligibility of other components—such as datasets, training algorithms, or performance
metrics—may be even more important than model intelligibility. For example, intelligibil-
ity around the composition of training datasets may lead to more actionable insights for a
developer attempting to mitigate fairness issues in a system. In this section, we highlight
several nascent threads of research on intelligibility beyond machine learning models.
Datasets play a key role in the training and evaluation of machine learning systems. Un-
derstanding the relevant aspects of a dataset’s origin and characteristics can help people



Datasheet for 2~ (QuAC)

1 Motivation for Datasheet Creation

‘Why was the dataset created?

We collected "2 to facilitate designing and evalu-
ating models for information-seeking dialog, a se-
quential QA task that involves resolving corefer-
ences, dealing with unanswerable questions, and
leveraging world knowledge.

Has the dataset been used already?

All papers reporting on “%& are required to submit
their results to ht tp://quac.ai.

Who funded the dataset?

“2# was co-funded by the Allen Institute of Arti-
ficial Intelligence and the DARPA CwC program
through ARO (W91 INF-15-1-0543).

2 Dataset Composition

‘What are the instances?
The core problem involves predicting a text span

(a)

Are there recommended data splits or evalua-
tion measures?

The release comes with a train/dev split such that
there is no overlap in sections across splits. Fur-
thermore, the dev and test sets only include one
dialog per section, in contrast to the training set
which can have multiple dialogs per section. Dev
and test instances come with five reference an-
swers instead of just one as in the training set;
we obtain the extra references to improve the re-
liability of our evaluations, as questions can have
multiple valid answer spans. The test set is not
publicly available; instead, researchers must sub-
mit their models to the “2 leaderboard at ht tp:
//quac.ai, which will run the model on our
hidden test set.

We provide an official evaluation script for “2&
used by our leaderboard for test set evaluation.
The script computes two metrics: word-level F1
and human equivalence (HEQ). If a particular in-

Datasheet for RecipeQA*

1 Motivation for Dataset Creation

Why was the dataset created?

RecipeQA was created to facilitate research on mul-
timodal machine comprehension which involves
understanding procedural data given in the form of
cooking recipes with accompanying images.

Has the dataset been used for any tasks al-
ready?

All papers reporting results on RecipeQA are re-
quired to submit their results to the project webpage
at http://hucvl.github.io/recipeqa.

Who funded the creation of the dataset?

RecipeQA was supported in part by a Hacettepe

The instances come from the cooking recipes col-
lected from instructibles.com. Each recipe includes
an arbitrary number of steps containing both tex-
tual and visual elements. In particular, each step of
arecipe is accompanied by a ‘title’, a ‘description”
and a set of illustrative ‘images’ that are aligned
with the title and the description. Each of these
elements can be considered as a different modality
of the data. The questions in RecipeQA explore
the multimodal aspects of the step-by-step instruc-
tions available in the recipes through a number of
specific tasks.

Does the data rely on external resources?
Everything is included in the data release.

Are there recommended data splits and evalua-

(b)

Figure 1.1
Snippets of datasheets created by (a)|Choi et al.|(2018) and (b)|Yagcioglu et al.| (2018).

better understand the behavior of any models trained with that dataset. To boost the intel-
ligibility of datasets, Google released Facets, an open-source visualization tool, intended
to help people understand and analyze their datasets at different granularitiesEl Taking a
different approach, inspired by datasheets for electronic components, we, along with our
collaborators, proposed that every dataset be accompanied by a datasheet documenting
its motivation, composition, collection, pre-processing, potential uses, distribution, and
maintenance (Gebru et all, 2018). Datasheets can help dataset creators uncover hidden

Yhttps://pair-code.github.io/facets/
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assumptions, and can help dataset consumers (such as model developers reusing existing
datasets) determine if a particular dataset meets their needs. Although there is still signif-
icant research that needs to be done to understand how effective these approaches are for
these different stakeholders, dataset intelligibility has incredible potential to uncover pos-
sible sources of unfairness or broader ethical issues. Furthermore, it can reveal problems
with a dataset before that dataset is used to train a model—i.e., at a stage of the machine
learning lifecycle during which data-related problems can be more easily addressed.

Moving beyond datasets, in 2019, the Partnership on Al launched the ABOUT ML ini-
tiativeE] which aims to develop best practices for increasing the transparency of machine
learning components via documentation. This initiative draws on existing proposals for
documenting datasets (Gebru et al., 2018 Bender and Friedman, [2018)), models (Mitchell
et al, [2019), and entire machine learning systems (Arnold et al.| [2018). Efforts like
ABOUT ML have the potential to increase the intelligibility of every machine learning
component for a wide variety of stakeholders, though again, more research is needed to
understand which practices will best help which stakeholders achieve their desired goals.
For example, a customer deciding whether to purchase a machine learning system may
benefit less from detailed datasheets for the datasets with which the system was trained
than a higher-level document outlining the system’s capabilities and limitations, similar to
the “transparency note” recently published by Microsoft about its facial recognition APIE]

As another example, users of machine learning systems, including doctors, judges, and
other decision makers, need to understand performance metrics, such as accuracy, preci-
sion, or recall on held-out data, in order to decide how much to trust a model’s predictions.
Together with our collaborator, we conducted large-scale human-subject experiments to
determine whether laypeople’s trust in a machine learning model varied depending on the
model’s stated accuracy on a held-out dataset and on its observed accuracy in practice (Yin
et al.,|2019). Operationalizing trust in multiple ways, including self-reported levels of trust
and the frequency with which the participants adjusted their predictions to match those of
the model, we found that stated accuracy and observed accuracy both affected the partici-
pants’ trust in the model. Moreover, the effect of stated accuracy varied depending on the
model’s observed accuracy. In particular, participants were more likely to increase their
trust in the model if the model’s observed accuracy was higher than their own accuracy.

In a similar vein, |[Kocielnik et al.| (2019) studied the effect of laypeople’s expectations
about a machine learning system on their subjective perceptions of accuracy and their
acceptance of the system. They found that different techniques for setting expectations,
including stating the system’s accuracy, were effective at making expectations more re-

Shttps://www.partnershiponai.org/about-ml/

Shttps://azure.microsoft.com/en-us/resources/transparency-note-azure-
cognitive-services—-face-api/
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alistic and increasing participants’ acceptance of an imperfect machine learning system,
depending on the types of errors made by the system. Together, these results highlight the
importance of responsibly communicating information about performance metrics to users,
because this information can influence the ways in which they interact with a system.

Finally, some stakeholders need intelligibility of the errors made by a system, in addition
to aggregate performance metrics. For example, developers need to understand a model’s
errors in order to debug it, while customers need to understand a model’s errors in order to
decide whether a particular deployment context is appropriate or not. To that end, several
tools for developing fairer machine learning systems—including Aequitas[] Al Fairness
360 and fairlearnﬂ among others—provide ways to disaggregate performance metrics by
known pivots such as demographic groups. Similarly, Barraza et al.|(2019) developed an
error analysis tool to help people explore the terrain of errors made by a machine learning
system. The tool provides users with different views of the system’s errors, enabling them
to examine these errors grouped by known pivots or grouped by learned clusters. As a case
study, the authors used the tool to explore the errors made by a commercial gender classi-
fier. They found that it had particularly high error rates for images of women with short hair
who were not wearing make-up and were not smiling. As another example, both |/Amer-
shi et al.|(2015) and [Ren et al|(2016) designed visualization tools that enable easier error
examination and debugging compared to using aggregate performance metrics. Error in-
telligibility can help developers make smarter choices about which data to collect, features
to include, or objective functions to optimize in order to improve system performance.

1.6 What Machine Learning Researchers Can Learn From HCI

Taking a human-centered strategy to intelligible machine learning raises questions about
when and how human-centered fields—especially HCI, a long-established field focusing
on the ways in which people interact with computers—should play a role (cf.|[Abdul et al.|
2018)). We argue that intelligible machine learning should not be a viewed as disciplinary
subfield of machine learning, as it is currently sometimes positioned, but should instead be
viewed as a genuinely interdisciplinary area that demands tight integration between the ma-
chine learning and HCI communities. Indeed, the term “intelligibility” has a long history
in HCI, where Bellotti and Edwards| (2001)) defined it in terms of systems that “represent
to their users what they know, how they know it, and what they are doing about it.” There
is already some work that advocates for drawing on the HCI literature when designing or
studying intelligibility techniques (e.g., Miller, 2019), but tight integration demands that
we go further, prioritizing collaborations between machine learning and HCI researchers.

Thttp://www.datasciencepublicpolicy.org/projects/aequitas/
8https://aif360.mybluemix.net/
9https://github.com/fairlearn/fairlearn
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Standard methodological tools typically employed in HCI, which include human-subject
experiments, surveys, and ethnographic inquiries, are critical for moving away from im-
precise, subjective notions of intelligibility. For example, as we illustrated above, human-
subject experiments can reveal that commonly accepted assumptions about intelligibility
are wrong. Use of these methodological tools, many of which are drawn from and shared
with other human-centered fields such as psychology and anthropology, will enable re-
searchers to develop a more comprehensive and well-founded understanding of how to help
different stakeholders achieve their desired goals. Indeed, beyond our own work (described
above in Section[T.4)), others in the machine learning community have begun to use human-
subject experiments to evaluate intelligibility techniques (e.g.,|Lage et al., 2018} [2019).

As one example of how this can be done, Hohman et al.|(2019) used an iterative co-design
process to develop an interactive visualization tool on top of GAMs to help data scientists
better understand their models. The authors started with a need-finding study, and then
used the findings from this study to develop and evaluate the visualization tool. Although
the evaluation involved subjective assessments of the tool, these assessments were made
by the participants in the study—in this case, data scientists—rather than the authors.

There is also much that the machine learning community can learn from the wide range
of theories about human cognition and social interaction that have been proposed in the
HCI and social science literature. For example, in Section [I.4] we argued that interactive
explanations may potentially play an important role in helping stakeholders develop better
mental models of machine learning systems. As pointed out by [Kaur et al.[(2019)), to ex-
plore the benefits of interactivity, it may be worth viewing intelligibility techniques through
the lens of communication theory. Transactional models of communication (Barnlund,
2008) that incorporate verbal, non-verbal, and behavioral cues might suggest new ways of
taking a human-centered strategy when designing or studying intelligibility techniques.

We see tight integration between the machine learning and HCI communities as neces-
sary to the success of intelligible machine learning. Active engagement of this sort will
make sure that research on intelligibility is situated in a broader human-centered context,
that intelligibility techniques are not based on intuition alone, and that any findings that are
relevant to HCI beyond the context of intelligibility make their way into the HCI literature.

1.7 Summary

Prompted by the widespread use of machine learning systems throughout society, there is
an increasing demand to make these systems intelligible. In response, machine learning re-
searchers have proposed a wide variety of techniques for achieving intelligibility, including
models that are simple enough to constitute explanations of their own behavior and post-
hoc explanations for potentially complex models. However, many of these techniques are
based on commonly accepted assumptions about intelligibility, which can be wrong. In this
chapter, we argued that intelligibility is a fundamentally human-centered concept and must



be treated as such. The needs of relevant stakeholders must be actively considered from
start to finish when designing intelligibility techniques. To do this, machine learning re-
searchers must actively engage with the social sciences—drawing on methodological tools
from HCI and other human-centered fields, and fostering interdisciplinary collaborations.

We have only just scratched the surface of intelligible machine learning. Many directions
remain to be explored. We highlight two as being especially important: 1) better under-
standing who the relevant stakeholders are, what their desired goals are, and how intelli-
gibility techniques can be best designed to help them achieve these goals, and 2) moving
beyond the model to bring intelligibility to other components of machine learning systems.
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