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ABSTRACT

We address a relatively under-explored aspect of human-
computer interaction: people’s abilities to understand the
relationship between a machine learning model’s stated per-
formance on held-out data and its expected performance post
deployment. We conduct large-scale, randomized human-
subject experiments to examine whether laypeople’s trust in
amodel, measured in terms of both the frequency with which
they revise their predictions to match those of the model and
their self-reported levels of trust in the model, varies depend-
ing on the model’s stated accuracy on held-out data and on its
observed accuracy in practice. We find that people’s trust in a
model is affected by both its stated accuracy and its observed
accuracy, and that the effect of stated accuracy can change
depending on the observed accuracy. Our work relates to re-
cent research on interpretable machine learning, but moves
beyond the typical focus on model internals, exploring a
different component of the machine learning pipeline.
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1 INTRODUCTION

Machine learning (ML) is becoming increasingly ubiquitous
as a tool to aid human decision-making in diverse domains
ranging from medicine to public policy and law. For exam-
ple, researchers have trained deep neural networks to help
dermatologists identify skin cancer [8], while political strate-
gists regularly use ML-based forecasts to determine their
next move [21]. Police departments have used ML systems
to predict the location of human trafficking hotspots [28],
while child welfare workers have used predictive modeling
to strategically target services to the children most at risk [3].
This widespread applicability of ML has led to a move-
ment to “democratize machine learning” [12] by developing
off-the-shelf models and toolkits that make it possible for
anyone to incorporate ML into their own system or decision-
making pipeline, without the need for any formal training.
While this movement opens up endless possibilities for ML
to have real-world impact, it also creates new challenges.
Decision-makers may not be used to reasoning about the
explicit forms of uncertainty that are baked into ML pre-
dictions [27], or, because they do not need to understand
the inner workings of an ML model in order to use it, they
may misunderstand or mistrust its predictions [6, 16, 25].
Prompted by these challenges, as well as growing concerns
that ML systems may inadvertently reinforce or amplify so-
cietal biases [1, 2], researchers have turned their attention to
the ways that humans interact with ML, typically focusing
on people’s abilities and willingness to use, understand, and
trust ML systems. This body of work often falls under the
broad umbrella of interpretable machine learning [6, 16, 25].
To date, most work on interpretability has focused explic-
itly on ML models, asking questions about people’s abilities
to understand model internals or the ways that particular
models map inputs to outputs [20, 24], as well as questions
about the relationship between these abilities and people’s
willingness to trust a model. However, the model is just one
component of the ML pipeline, which spans data collection,
model selection, training algorithms and procedures, model
evaluation, and ultimately, deployment. It is therefore im-
portant to study people’s interactions with each of these
components—not just those that relate to model internals.
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One particularly under-explored aspect of the evaluation
and deployment components of the pipeline is the inter-
pretability of performance metrics, such as accuracy, preci-
sion, or recall. The democratization of ML means that it is
increasingly common for a decision-maker to be presented
with a “black-box” model along with some measure of its
performance—most often accuracy—on held-out data. How-
ever, a model’s stated performance may not accurately reflect
its performance post deployment because the data on which
the model was trained and evaluated may look very differ-
ent from real-world use cases [15]. In deciding how much to
trust the model, the decision-maker has little to go on besides
this stated performance, her own limited observations of the
model’s predictions in practice, and her domain knowledge.

This scenario raises a number of questions. To what extent
do laypeople—who are increasingly often the end users of
systems built using ML models—understand the relationship
between a model’s stated performance on held-out data and
its expected performance post deployment? How does their
understanding influence their willingness to trust the model?
For example, do people trust a model more if they are told
that its accuracy on held-out data is 90% as compared with
70%? If so, will the model’s stated accuracy continue to influ-
ence their trust in the model even after they are given the op-
portunity to observe and interact with the model in practice?

In this paper, we describe the results of a sequence of
large-scale, randomized, pre-registered human-subject exper-
iments! designed to investigate whether an ML model’s accu-
racy affects laypeople’s willingness to trust the model. Specif-
ically, we focus on the following three main questions:

e Does a model’s stated accuracy on held-out data affect
people’s trust in the model?

e If 50, does it continue to do so after people have observed
the model’s accuracy in practice?

e How does a model’s observed accuracy in practice affect
people’s trust in the model?

In each of our experiments, subjects recruited on Amazon
Mechanical Turk were asked to make predictions about the
outcomes of speed dating events with the help of an ML
model. Subjects were first shown information about a speed
dating participant and his or her date, and then asked to
predict whether or not the participant would want to see his
or her date again. Finally, they were shown the model’s pre-
diction and given the option of revising their own prediction.

In our first experiment, we focus on the first two questions
above, investigating whether a model’s stated accuracy on
held-out data affects laypeople’s trust in the model and, if so,
whether it continues to do so after they have observed the
model’s accuracy in practice. Subjects were randomized into
one of ten treatments, which differed along two dimensions:

LAll experiments were approved by the Microsoft Research IRB.
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stated accuracy on held-out data and amount at stake. Some
subjects were given no information about the model’s accu-
racy on held-out data, while others were told that its accuracy
was 60%, 70%, 90%, or 95%. Halfway through the experiment,
each subject was given feedback on both their own accuracy
and the model’s accuracy on the first half of the prediction
tasks, which was 80% regardless of the treatment. Subjects in
all treatments saw exactly the same speed dating events and
exactly the same model predictions. This experimental de-
sign allows us isolate the effect of stated accuracy on people’s
trust, both before and after they observe the model’s accuracy
in practice. As a robustness check, some subjects received a
monetary bonus for each correct prediction, while others did
not, allowing us to test whether the effect of stated accuracy
on trust varies when people have more “skin in the game.

We find that stated accuracy does have a significant effect
on people’s trust in a model, measured in terms of both the
frequency with which subjects adjust their predictions to
match those of the model and their self-reported levels of
trust in the model. We also find that the effect size is smaller
after people observe the model’s accuracy in practice. We do
not find that the amount at stake has a significant effect.

In our second experiment, we test whether these results
are robust to different levels of observed accuracy by running
two additional variations of our first experiment: one in
which the observed accuracy of the model was low and one
in which the observed accuracy of the model was high. We
find that a model’s stated accuracy still has a significant effect
on people’s trust even after observing a high accuracy (100%)
in practice. However, if a model’s observed accuracy is low
(55%), then after observing this accuracy, the stated accuracy
has at most a very small effect on people’s trust in the model.

In our third experiment, we investigate the final question
above—i.e., how does a model’s observed accuracy in prac-
tice affect people’s trust in the model? The experimental
design used in our first two experiments does not enable us
to directly compare people’s trust between treatments with
different levels of observed accuracy because the prediction
tasks (i.e., speed dating events) and the model predictions
differed between these treatments. Our third experiment was
therefore carefully designed to enable us to make such com-
parisons. We find that after observing a model’s accuracy in
practice, people’s trust in the model is significantly affected
by its observed accuracy regardless of its stated accuracy.

Finally, via an exploratory analysis, we dig more deeply
into the question of how people update their trust after re-
ceiving feedback on their own accuracy and the model’s
accuracy in practice. We analyze differences in individual
subjects’ trust in the model before and after receiving such
feedback. Our experimental data support the conjecture that
people compare their own accuracy to the model’s observed
accuracy, increasing their trust in the model if the model’s
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observed accuracy is higher than their own accuracy—except
in the case where the model’s observed accuracy is substan-
tially lower than its stated accuracy on held-out data.
Taken together, our results show that laypeople’s trust
in an ML model is affected by both the model’s stated accu-
racy on held-out data and its observed accuracy in practice.
These results highlight the need for designers of ML systems
to clearly and responsibly communicate their expectations
about model performance, as this information shapes the
extent to which people trust a model, both before and after
they are able to observe and interact with it in practice. Our
results also reveal the importance of properly communicat-
ing the uncertainty that is baked into every ML prediction.
Of course, proper caution should be used when generalizing
our results to other settings. For example, although we do
not find that the amount at stake has a significant effect, it
is possible that there would be an effect when stakes are suf-
ficiently high (e.g., doctors making life-or-death decisions).

Related Work

Our research contributes to a growing body of experimental
work on trust in algorithmic systems. As a few examples,
Dzindolet et al. [7] and Dietvorst et al. [4] found that people
stop trusting an algorithm after witnessing it make a mistake,
even when the algorithm outperforms human predictions—
a phenomenon known as algorithm aversion. Dietvorst et
al. [5] found that people are more willing to rely on an algo-
rithm’s predictions when they are given the ability to make
minor adjustments to the predictions rather than accepting
them as is. Yeomans et al. [30] found that people distrust
automated recommender systems compared with human rec-
ommendations in the context of predicting which jokes peo-
ple will find funny—a highly subjective domain—even when
the recommender system outperforms human predictions. In
contrast, Logg et al. [17] found that people trust predictions
more when they believe that the predictions come from an
algorithm as opposed to a human expert when predicting mu-
sic popularity, romantic matches, and other outcomes. This
effect is diluted when people are given the choice between us-
ing an algorithm’s prediction and using their own prediction
(as opposed to a prediction from another human expert).
The relationship between interpretability and trust has
been discussed in several recent papers [16, 22, 25]. Most
related to our work, and an inspiration for our experimental
design, Poursabzi-Sangdeh et al. [24] ran a sequence of ran-
domized human-subject experiments and found no evidence
that either the number of features used in an ML model
nor the model’s level of transparency (clear or black box)
have a significant impact on people’s willingness to trust the
model’s predictions, although these factors do affect people’s
abilities to detect when the model has made a mistake.

Paper 279

CHI 2019, May 4-9, 2019, Glasgow, Scotland, UK

Kennedy et al. [14] touched on the relationship between
stated accuracy and trust in the context of criminal recidi-
vism prediction. They ran a conjoint experiment in which
they presented subjects with randomly generated pairs of
models and asked each subject which model they preferred.
The models varied in terms of their stated accuracy, the size
of the (fictitious) training data set, the number of features,
and several other properties. The authors estimated the ef-
fect of each property by fitting a hierarchical linear model
and found that people generally focus most on the size of the
training data set, the source of the algorithm, and the stated
accuracy, while less often taking into account the model’s
level of transparency or the relevance of the training data.

Finally, a few studies from the human-computer interac-
tion community have examined the relationship between sys-
tem performance and users’ trust in automated systems [31,
32], ubiquitous computing systems [13], recommender sys-
tems [23], and robots [26]. For example, in a simulated ex-
perimental environment in which users interacted with an
automated quality monitoring system to identify faulty items
in a fictional factory production line, Yu et al. [31, 32] ex-
plored how users’ trust in the system varies with its accuracy.
Unlike in our work, system accuracy was not explicitly com-
municated to users. Instead, users “perceived” the accuracy
by receiving feedback after interacting with the system. Yu et
al. found that users are able to correctly perceive the accuracy
and stabilize their trust to a level correlated with the accu-
racy [31], though system failures have a stronger impact on
trust than system successes [32]. In addition, Kay et al. [13]
developed a survey tool through which they revealed that, for
classifiers used in four hypothetical applications (e.g., elec-
tricity monitoring and location tracking), users tend to put
more weight on the classifiers’ recall rather than their pre-
cision when deciding whether the classifiers’ performance
is acceptable, with the weight varying across applications.

2 EXPERIMENT 1: DOES A MODEL’S STATED
ACCURACY AFFECT LAYPEOPLE’S TRUST?

Our first experiment was designed to answer our first two
main questions—i.e., does a model’s stated accuracy on held-
out data affect laypeople’s trust in the model, and if so, does
it continue to do so after they have observed the model’s ac-
curacy in practice? In our experiment, each subject observed
the model’s accuracy in practice via a feedback screen that
was presented halfway through the experiment with infor-
mation about the subject’s own accuracy and the model’s
accuracy thus far, as described below. Before running the ex-
periment, we posited and pre-registered two hypotheses de-
rived from our questions, which we state informally here:?

2The pre-registration document is at https://aspredicted.org/uq3hi.pdf.
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e [H1] The stated accuracy of a model has a significant
effect on people’s trust in the model before seeing the
feedback screen.

e [H2] The stated accuracy of a model has a significant
effect on people’s trust in the model after seeing the
feedback screen.

As a robustness check to guard against the potential criti-
cism that any null results might be due to a lack of perfor-
mance incentives, we randomly selected some subjects to
receive a monetary bonus for each correct prediction. We also
posited and pre-registered two additional hypotheses:

e [H3] The amount at stake has a significant effect on peo-
ple’s trust in a model before seeing the feedback screen.

e [H4] The amount at stake has a significant effect on
people’s trust in a model after seeing the feedback screen.

Prediction Tasks

We asked subjects to make predictions about the outcomes of
forty speed dating events. The data came from real speed dat-
ing participants and their dates via the experimental study
of Fisman et al. [9]. Each speed dating participant indicated
whether or not he or she wanted to see his or her date again,
thereby giving us ground truth from which to compute accu-
racy. We chose this application for two reasons: First, predict-
ing romantic interest does not require specialized domain
expertise. Second, this setting is plausibly one in which ML
might be used given that many dating websites already rely
on ML models to predict potential romantic partners [18, 29].
For each prediction task (i.e., speed dating event), each
subject was first shown a screen of information about the
speed dating participant and his or her date, including:

o The participant’s basic information: the gender, age, field
of study, race, etc. of the participant.

o The date’s basic information: the gender, age, and race of
the participant’s date.

o The participant’s preferences: the participant’s reported
distribution of 100 points among six attributes (attrac-
tiveness, sincerity, intelligence, fun, ambition, and shared
interests), indicating how much he or she values each
attribute in a romantic partner.

o The participant’s impression of the date: the participant’s
rating of his or her date on the same six attributes us-
ing a scale of one to ten, as well as scores (also using a
scale of one to ten) indicating how happy the participant
expected to be with his or her date and how much the
participant liked his or her date.

The subject was then asked to follow a three step-procedure:
First, they were asked to carefully review the information
about the participant and his or her date and predict whether
or not the participant would want to see his or her date
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Prediction Task 2/40

Please review the profile below and predict whether the participant indicated that he would like to see his

date again.

Section 1: Basic Information about the Participant

1. Gender: Male 3. Field: Chemistry

4. Race: European/Caucasian-American |5. Importance of same race: 8

Section 2: Basic Information about the Participant's Date

6. Date's Gender: 7. Date's Age:
8. Date's Race: Latino/Hispanic American
Female 24

Section 3: Expectation about romantic partners

9. What does this participant look for in his partner?

Shared Interests: 5.00%
Ambitious: 4.00%

Funny: 18.00% “

Intelligent: 18.00%
Sincere: 25.00%

Section 4: The Participant's Impression about His Date

10. The participant's rating of his date on the six attributes:

Rating
0 2 a & 5 10

11. How happy does the participant

12. How does th ticipant like his date: 10
expect to be with his date: 5 ow does the participant fike fis date

Make your prediction:
| predict that this participant wanted to see the date again.

| predict that this participant did not want to see the date again.

Our machine learning algorithm predicts that this participant wanted to see the date again. (Recall that we
previously evaluated this algorithm on a large data set of speed dating participants and its accuracy was
70%.)

Make your final prediction:
| predict that this participant wanted to see the date again.
| predict that this participant did not want to see the date again.

Figure 1: Screenshot of the prediction task interface.

again. Next, they were shown the model’s (binary) prediction.
Finally, they were given the option of revising their own
prediction. A screenshot of the interface is shown in Figure 1.

Experimental Treatments

We randomized subjects into one of ten treatments arranged
in a 5 X 2 design. The treatments differed along two dimen-
sions: stated accuracy on held-out data and amount at stake.

Subjects were randomly assigned to one of five accuracy
levels: none (the baseline), 60%, 70%, 90%, or 95%. Subjects
assigned to an accuracy level of none were initially given
no information about the model’s accuracy on held-out data.
Subjects assigned to one of the other accuracy levels saw
the following sentence in the instructions: “We previously
evaluated this model on a large data set of speed dating
participants and its accuracy was x%, i.e., the model’s predic-
tions were correct on x% of the speed dating participants in
this data set” Throughout the experiment, we also reminded
these subjects of the model’s stated accuracy on held-out data
each time they were shown one of the model’s predictions.

We note that our sentence about accuracy was not a decep-
tion. We developed four ML models (a rule-based classifier,
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a support vector machine, a three-hidden-layer neural net-
work, and a random forest) and evaluated them on a held-out
data set of 500 speed dating participants, obtaining accuracies
of 60%, 70%, 90%, and 95%. To keep the treatments as similar
as possible, the models made exactly the same predictions for
the forty speed dating events that were shown to subjects.
Subjects were randomly assigned to either low or high
stakes. Subjects assigned to low stakes were paid a flat rate
of $1.50 for completing the experiment. Subjects assigned to
high stakes also received a monetary bonus of $0.10 for each
correct (final) prediction® in addition to the flat rate of $1.50.

Experimental Design

We posted our experiment as a human intelligence task (HIT)
on Amazon Mechanical Turk. The experiment was only open
to workers in the U.S., and each worker could participate
only once. In total, 1,994 subjects completed the experiment.

Upon accepting the HIT, each subject was randomized
into one of the ten treatments described above. Each HIT
consisted of exactly the same forty prediction tasks, grouped
into two sets A and B of twenty tasks each. As described
above, subjects in all ten treatments saw exactly the same
model prediction for each task. The experiment was divided
into two phases. To minimize differences between the phases,
subjects were randomly assigned to see either the tasks in
set A during Phase 1 and the tasks in set B during Phase 2, or
vice versa; the order of the tasks was randomized within each
phase. We chose the tasks in sets A and B so that the observed
accuracy on the first twenty tasks would be 80% regardless of
the ordering of sets A and B. This experimental design mini-
mizes differences between treatments and allows us to draw
causal conclusions about the effect of stated accuracy on
people’s trust without worrying about confounding factors.

Each subject was asked to make initial and final predic-
tions for each task, following the three-step procedure de-
scribed above. The subjects were given no feedback on their
own prediction or the model’s prediction for any individual
task; however, after Phase 1, each subject was shown a feed-
back screen with information about their own accuracy and
the model’s accuracy (80% by design) on the tasks in Phase
1. A screenshot of the feedback screen is shown in Figure 2.

At the end of the HIT, each subject completed an exit sur-
vey in which they were asked to report their level of trust in
the model during each phase using a scale of one (“I didn’t
trust it at all”) to ten (“I fully trust it”). Specifically, we asked
subjects the following question: “How much did you trust
our machine learning algorithm’s predictions on the first
[last] twenty speed dating participants (that is, before [after]

3The highest possible bonus was 40 x $0.10 = $4—i.e., substantially more
than the flat rate of $1.50, thereby making the bonus salient [11].
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Great Job!

Excellent! You've just completed 20 prediction tasks and you are halfway through this HIT!
Just to give you a sense of how well you've predicted love so far:
 Before seeing the predictions of the machine learning algorithm, your predictions were correct on 55% of the first 20
prediction tasks.
« The machine learning algorithm was correct on 80% of the first 20 prediction tasks. Recall that we previously evaluated this

algorithm on a large data set of speed dating participants and its accuracy was 60%.

Push the button below to continue to predict love!

Figure 2: Screenshot of the feedback screen shown between
Phase 1 and Phase 2 (i.e., after the first twenty tasks).

you saw any feedback on your performance and the algo-
rithm’s performance)?” We also collected basic demographic
information (such as age and gender) about each subject.
To quantify a subject’s trust in a model, we defined two
metrics, calculated separately for each phase, that capture
how often the subject “followed” the model’s predictions:

e Agreement fraction: the number of tasks for which the
subject’s final prediction agreed with the model’s predic-
tion, divided by the total number of tasks.

o Switch fraction: the number of tasks for which the sub-
ject’s initial prediction disagreed with the model’s pre-
diction and the subject’s final prediction agreed with the
model’s prediction, divided by the total number of tasks
for which the subject’s initial prediction disagreed with
the model’s prediction.

We used these two metrics when formally stating all of our
pre-registered hypotheses, while additionally pre-registering
our intent to analyze subjects’ self-reported trust levels.

Analysis of Trust in Phase 1 (H1 and H3)

We start by analyzing data from Phase 1 to see if subjects’
trust in a model is affected by the model’s stated accuracy
and the amount at stake before they see the feedback screen.
Figures 3a and 3b show subjects’ average agreement fraction
and average switch fraction, respectively, in Phase 1, by treat-
ment. Visually, stated accuracy appears to have a substantial
effect on how often subjects follow the model’s predictions.
Subjects’ final predictions agree with the model’s predictions
more often when the model has a high stated accuracy. How-
ever, the effect of the amount at stake is less apparent. To
formally compare the treatments, we conduct a two-way
ANOVA on subjects’ agreement fractions and, respectively,
switch fractions in Phase 1. The results suggest a statistically
significant main effect of stated accuracy on how often sub-
jects follow the model’s predictions (effect size % = 0.036,
p = 472X 107" for agreement fraction, and 172 = 0.061,
P = 5.62 x 1072 for switch fraction) while the main effect of
the amount at stake is insignificant (p = 0.30 and p = 0.11
for agreement fraction and switch fraction, respectively).
We do not detect a significant interaction between the two
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Figure 3: Comparing how often subjects in different experimental treatments follow an ML model’s predictions (average agree-
ment fraction and average switch fraction) during each phase of our first experiment. Error bars represent standard errors.

factors (p = 0.77 and p = 0.62 for agreement fraction and
switch fraction, respectively). In other words, hypothesis H1
is supported by our experimental data, while H3 is not.

An analysis of subjects’ self-reported levels of trust reveals
a similar pattern. We detect a statistically significant main
effect of stated accuracy on subjects’ self-reported levels of
trust during Phase 1 (5% = 0.049, p = 1.61 X 10~%°), while the
main effect of the amount at stake is insignificant (p = 0.92).

We also conduct a post-hoc Tukey’s HSD test to identify
pairs of treatments in which subjects exhibit distinct dif-
ferences in how often they follow the model’s predictions.
We find that treatments can be clustered into two groups—
treatments with an accuracy level of none, 60%, or 70%, and
treatments with an accuracy level of 90% or 95%—such that
almost all statistically significant results are found for across-
group treatment pairs.* These results confirm our visual
intuition from Figures 3a and 3b: when subjects have not yet
observed the model’s accuracy in practice, they tend to follow
the predictions of models with a high stated accuracy more
often than those of models with a low (or no) stated accuracy,
even though the models make exactly the same predictions.

Analysis of Trust in Phase 2 (H2 and H4)

We next analyze data from Phase 2 to examine whether
subjects’ trust in a model is affected by the model’s stated
accuracy and the amount at stake after they see the feedback
screen. The feedback screen included information about the
subject’s own accuracy and the model’s accuracy (80% by
design) on the tasks in Phase 1, as described above. Figures 3¢
and 3d show subjects’ average agreement fraction and aver-
age switch fraction, respectively, in Phase 2, by treatment.
Through a two-way ANOVA, we again find a statistically sig-
nificant main effect of stated accuracy on how often subjects
follow the model’s predictions during Phase 2 (p = 0.009 for
agreement fraction and p = 1.13 x 107> for switch fraction),
but the effect sizes are smaller than those for Phase 1 (5 =
0.007 for agreement fraction and 5? = 0.014 for switch frac-
tion). Again, neither the main effect of the amount at stake
nor the interaction between the two factors are statistically

4 Among thirty-nine statistically significant results, there are two exceptions:
switch fraction Low-60% vs. Low-70% and Low-90% vs High-95%.
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significant. That is, after receiving feedback on the model’s
accuracy in practice, stated accuracy still has a substantial
effect on how often subjects follow the model’s predictions,
while the amount at stake does not. In other words, hypothe-
sis H2 is supported by our experimental data, while H4 is not.

As before, an analysis of subjects’ self-reported levels of
trust tells a similar story. We detect a statistically significant
main effect of stated accuracy on subjects’ self-reported lev-
els of trust during Phase 2 (5% = 0.008, p = 0.005), while the
main effect of the amount at stake is insignificant (p = 0.88).

Interestingly, when conducting a post-hoc Tukey’s HSD
test to identify pairs of treatments in which subjects exhibit
distinct differences in how often they follow the model’s
predictions, we find fewer statistically significant results
than we did for Phase 1. For agreement fraction, none of the
differences across treatment pairs are statistically significant.
For switch fraction, we find only five pairs of treatments with
statistically significant differences; four of these are between
treatments with an accuracy level of 60% and treatments
with an accuracy level of 90% or 95%. Unlike in Phase 1,
how often subjects follow the predictions of a model with a
stated accuracy of 70% is not significantly different from how
often subjects follow the predictions of a model with a stated
accuracy of 90% or 95%. In other words, in Phase 2, a larger
difference between two models’ stated accuracies is needed
to detect a statistically significant effect of stated accuracy
on trust, as compared with the difference needed in Phase 1.

Together, the results from our first experiment suggest
that a model’s stated accuracy affects laypeople’s trust in the
model; however, this effect is diluted once they have observed
the model’s accuracy in practice. In contrast, the amount at
stake does not have an effect on laypeople’s trust in a model,
at least for the limited range of stakes used in our experiment.

3 EXPERIMENT 2: DOES THIS EFFECT CHANGE IF
THE OBSERVED ACCURACY IS LOW/HIGH?

In our first experiment, we found that a model’s stated accu-
racy on held-out data has a significant effect on laypeople’s
trust in the model. However, in order to make valid compar-
isons across treatments, we had to design the experiment
such that the models made exactly the same predictions for
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Figure 4: Examining the effect of stated accuracy on trust (average agreement fraction and average switch fraction) for different
levels of observed accuracy (low vs. high) during each phase of our second experiment. Error bars represent standard errors.

the forty speed dating events that were shown to subjects.
We therefore fixed the observed accuracy to be a single arbi-
trary value—specifically 80%—for all models. It is natural to
ask whether we would obtain the same results if a model’s ob-
served accuracy were substantially lower or higher than 80%.
Our second experiment consists of two sub-experiments
designed to test whether our results are robust to different
levels of observed accuracy. In one, the observed accuracy
was fixed to a low value (55%), while in the other it was
fixed to a high value (100%). Each sub-experiment was a
miniature variation of our first experiment with only two
treatments: stated accuracy of 60% and stated accuracy of
90%. We developed two ML models, with accuracies of 60%
and 90% on held-out data. Before running the experiment, we
pre-registered two hypotheses, analogous to H1 and H2:°

e [H5] The stated accuracy of a model has a significant
effect on people’s trust in the model before seeing the
feedback screen, regardless of its observed accuracy.

e [H6] The stated accuracy of a model has a significant
effect on people’s trust in the model after seeing the
feedback screen, regardless of its observed accuracy.

Because our first experiment revealed that the amount at
stake does not affect people’s trust in a model, we did not
select any subjects to receive monetary bonuses, nor did we
pre-register any hypotheses about the amount at stake.

Experimental Design

We posted our experiment on Amazon Mechanical Turk, with
a flat rate of $1.50 for completing the experiment. Workers
who participated in our first experiment were prohibited
from participating. We obtained data from 757 subjects.
Each subject was first randomized into one of the two
sub-experiments and then into one of the two treatments
described above. Each sub-experiment was completely anal-
ogous to our first experiment. Again, each HIT consisted
of forty prediction tasks, grouped into two sets A and B of
twenty tasks each. Subjects were randomly assigned to see

5The pre-registration document is at https://aspredicted.org/w9t8g.pdf.
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either the tasks in set A during Phase 1 and the tasks in set
B during Phase 2, or vice versa; the order of the tasks was
randomized within each phase. For each sub-experiment, we
chose the tasks in sets A and B so that subjects in both treat-
ments would see exactly the same model prediction for each
task and so that the observed accuracy on the first twenty
tasks would be 55% (for the first sub-experiment) or 100%
(for the second sub-experiment) regardless of the ordering of
sets A and B. This experimental design minimizes differences
between treatments within each sub-experiment and allows
us to draw causal conclusions about the effect of stated ac-
curacy on people’s trust when the observed accuracy is low
(alternatively, high) by comparing treatments within the first
(alternatively, second) sub-experiment. However, because the
two sub-experiments consisted of different tasks, we are not
able to compare treatments from different sub-experiments.

Experimental Results

We analyze data from Phase 1 of each sub-experiment sep-
arately to see if subjects’ trust in a model is affected by the
model’s stated accuracy before they see the feedback screen,
regardless of its observed accuracy. The left two bars in Fig-
ures 4a and 4b show subjects’ average agreement fraction
and average switch fraction, respectively, in Phase 1 when
the observed accuracy was 55%, by treatment. Using two-
sample t-tests to compare different treatments, we find a
statistically significant effect of stated accuracy on how of-
ten subjects follow the model’s predictions (p = 0.033 for
agreement fraction, and p = 6.33 X 10™* for switch fraction).
Similar, and stronger, results can be seen from the left two
bars in Figures 4c and 4d, which correspond to the second sub-
experiment. Again, we find a statistically significant effect
of stated accuracy on how often subjects follow the model’s
predictions (p = 4.74 x 107> for agreement fraction, and p =
1.71 x 1077 for switch fraction). Together, these results show
that hypothesis H5 is supported by our experimental data.
We next analyze data from Phase 2 of each sub-experiment
separately to see whether subjects’ trust in a model is affected
by the model’s stated accuracy after they see the feedback
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screen, regardless of its observed accuracy. The right two
bars in Figures 4a—4d show subjects’ average agreement
fraction and average switch fraction in Phase 2 for both sub-
experiments. When the observed accuracy is high (100%),
consistent with the results from our first experiment, we find
a statistically significant effect of stated accuracy on how
often subjects follow the model’s predictions after receiving
feedback on the model’s accuracy in practice (p = 4.33x10™*
for agreement fraction, and p = 1.61 X 107° for switch frac-
tion). However, this is not the case when the observed accu-
racy is low (55%). Specifically, the right two bars in Figures 4a
and 4b indicate that, after receiving feedback on the model’s
accuracy in practice, the effect of stated accuracy on how of-
ten subjects follow the model’s predictions is not significant
(p = 0.506 for agreement fraction, and p = 0.515 for switch
fraction) when the observed accuracy is low (55%). Therefore,
hypothesis Hé6 is not supported by our experimental data.
As before, an analysis of subjects’ self-reported levels of
trust tells a similar story. We detect statistically significant
differences in self-reported levels of trust in Phase 1 between
between treatments within each sub-experiment, while in
Phase 2, we only detect statistically significant differences be-
tween treatments when the observed accuracy is high (100%).
One possible explanation for the lack of support for hy-
pothesis H6 is that the difference between the models’ stated
accuracies (60% and 90%) is simply not large enough to detect
a statistically significant effect of stated accuracy on trust in
Phase 2 when the models’ observed accuracies are low, at
least with our experiment’s sample size. Indeed, as we show
in our third experiment in the next section, if we keep the
higher accuracy level at 90% but decrease the lower accu-
racy level from 60% to 50%, then we again find a statistically
significant effect, even when the observed accuracy is low
(55%). Combining these results with the results from our first
experiment—i.e., when the observed accuracy is 80%, increas-
ing the stated accuracy from 60% to 90% has a statistically
significant effect on subjects’ trust during both phases—we
conjecture that the effect of stated accuracy on people’s trust
before they observe the model’s accuracy in practice is not
too dependent on observed accuracy, but the effect of stated
accuracy on people’s trust after they observe the model’s
accuracy in practice is dependent on observed accuracy.

4 EXPERIMENT 3: DOES A MODEL’S OBSERVED
ACCURACY AFFECT LAYPEOPLE’S TRUST?

In our first and second experiments, we found that a model’s
stated accuracy on held-out data has a significant effect on
laypeople’s trust in the model, though this effect is diluted
once they have observed the model’s accuracy in practice and
can even disappear if the observed accuracy is sufficiently
low. Our third and final experiment was designed to answer
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our third main question—i.e., how does a model’s observed
accuracy in practice affect laypeople’s trust in the model?
Answering this question required us to modify our ex-
perimental design because the design used in our first two
experiments does not enable us to directly compare people’s
trust between treatments with different levels of observed
accuracy. In our third experiment, we therefore randomized
subjects into one of six treatments arranged in a 2 X 3 design.
The treatments varied along two dimensions: stated accuracy
on held-out data (50% or 90%) and observed accuracy on the
tasks in Phase 1 only (55%, 80%, or 100%). Before running the
experiment, we pre-registered the following hypothesis:®

e [H7] After seeing the feedback screen, the observed ac-
curacy of a model has a significant effect on people’s
trust in the model, regardless of its stated accuracy.

Experimental Design

As with our first two experiments, we posted the experiment
on Amazon Mechanical Turk with a flat rate of $1.50 for
completing the experiment. The experiment was only open
to U.S. workers who had not participated in our previous
experiments. In total, we obtained data from 1,042 subjects.

Each subject was randomized into one of the six treat-
ments described above. Each HIT consisted of exactly the
same forty prediction tasks. However, models with different
observed accuracies made different predictions for the tasks
in Phase 1. To allow us to compare treatments with differ-
ent observed accuracies, subjects in all six treatments saw
exactly the same model prediction for each task in Phase 2,
corresponding to an observed accuracy of 80%. Because the
models’ observed accuracies could differ between the phases,
we did not randomize the set of tasks used in each phase, but
did randomize the order of the tasks within each phase.

Experimental Results

Figures 5a and 5b show subjects’ average agreement fraction
and average switch fraction, respectively, in Phase 2, by
treatment. Visually, observed accuracy appears to have a
substantial effect on how often subjects follow a model’s
predictions, regardless of the stated accuracy of the model.
To formally compare the treatments, we conduct one-way
ANOVAs on subjects’ agreement fractions and switch frac-
tions in Phase 2 across treatments with the same stated ac-
curacy but different observed accuracies. When the stated
accuracy is 50%, we find that there is a statistically signifi-
cant effect of observed accuracy on how often subjects follow
the model’s predictions (p = 0.032 for agreement fraction,
and p = 3.4 x 1077 for switch fraction). We similarly find a
statistically significant effect of observed accuracy on trust
(p = 0.005 for agreement fraction, and p = 3.57 x 1071 for

®The pre-registration document is at https://aspredicted.org/7yf66.pdf.
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Figure 5: Examining the effect of observed accuracy on trust
(average agreement fraction and average switch fraction)
for different levels of stated accuracy during Phase 2 of our
third experiment. Error bars represent standard errors.

switch fraction) when the stated accuracy is 90%. In other
words, hypothesis H7 is supported by our experimental data.
As before, analyzing subjects’ self-reported levels of trust
tells a similar story. We find a statistically significant effect
of observed accuracy on subjects’ self-reported levels of trust
in Phase 2 when the stated accuracy is 50% (p = 1.58 x 107%)
and when the stated accuracy is 90% (p = 5.24 x 10714).
Given the results from our first two experiments—and, in
particular, the lack of support for hypothesis H6—it is natural
to ask about the extent to which a model’s stated accuracy
affects subjects’ trust in the model during Phase 2 of this ex-
periment. If we compare treatments with the same observed
accuracy on the tasks in Phase 1 but different stated accu-
racies, we find that stated accuracy has a substantial effect
on trust, regardless of the observed accuracy. As discussed
in the previous section, we suspect that this apparent dis-
crepancy with the results from our second experiment when
the observed accuracy is low (55%) is due to the fact that the
difference between the models’ stated accuracies (50% and
90%) is larger in this experiment than in our second experi-
ment. Indeed, it is possible that that for our range of sample
sizes, there could exist a statistically significant difference
between treatments with stated accuracies of 50% and 90%
without there being any statistically significant difference
between treatments with stated accuracies of 50% and 60% or
between treatments with stated accuracies of 60% and 90%.
Regardless, our results imply that after receiving feedback on
a model’s accuracy in practice, the model’s stated accuracy
and its observed accuracy affect people’s trust in the model.

5 EXPLORATORY ANALYSIS: HOW DOES TRUST
CHANGE AFTER RECEIVING FEEDBACK?

In our three experiments, we found that both a model’s stated
accuracy on held-out data and its observed accuracy in prac-
tice affect laypeople’s trust in the model. In this section, we
report the results of an exploratory analysis of the data from
our first two experiments, aimed at digging more deeply into
the mechanisms behind this finding. We analyze differences
in individual subjects’ trust between Phase 1 and Phase 2,
and consider three possible mechanisms to explain them.
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We posit three possible mechanisms by which subjects
might update their trust after seeing the feedback screen:

e Stated vs. observed: Subjects increase their trust in the
model if its observed accuracy is higher than its stated
accuracy, and decrease their trust otherwise.

o Self vs. stated: Subjects increase their trust in the model
if the model’s stated accuracy is higher than their own
accuracy in Phase 1, and decrease their trust otherwise.

o Self vs. observed: Subjects increase their trust in the model
if the model’s observed accuracy is higher than their own
accuracy in Phase 1, and decrease their trust otherwise.

We consider the evidence for and against each mechanism.
Of course, this list is not exhaustive, and subjects’ behavior
may be some combination of the three. Our goal is only to de-
termine which mechanism is most consistent with our data.

Analysis of Differences in Trust Between Phases

We first argue that the experimental design used in our first
two experiments allows us to compare subjects’ trust be-
tween Phase 1 and Phase 2. This is because for each subject,
we randomized the set of tasks (A or B) used in each phase.
Approximately half of the subjects saw the tasks in set A
during Phase 1 and the tasks in set B during Phase 2, while
the other half saw the reverse. Therefore any inherent differ-
ences between the sets of tasks or the models’ predictions for
them should be mitigated by averaging trust over subjects.
This is not the case for our third experiment. We therefore re-
strict our analysis to the data from our first two experiments.

We start by analyzing data from our first experiment. Fig-
ures 6a and 6b show subjects’ average agreement fraction
and average switch fraction, respectively, in Phase 1 (solid
bars) and Phase 2 (dotted bars), by treatment. For all ten
treatments, subjects appear to increase their trust between
Phase 1 and Phase 2. To confirm this, we conduct paired
t-tests to determine whether the increase for each treatment
is statistically significant. We find that subjects in all treat-
ments significantly increase their agreement fractions be-
tween Phase 1 and Phase 2 (the largest p-value is 0.019 for
the High-95% treatment). Subjects in all treatments also in-
crease their switch fractions, and this increase is statistically
significant (p < 0.001) in all but three treatments (the excep-
tions are High-90%, Low-95%, and High-95%). These results
provide evidence against the stated vs. observed mechanism,
since we do not see a decrease in subjects’ trust when the
stated accuracy is higher than the observed accuracy (80%).

Next, we investigate whether and how a subject’s own
accuracy affects their trust in a model. Among the 1,994 sub-
jects in the first experiment, only 3.4% (68 subjects) were at
least as accurate as the model during Phase 1. To differentiate
between the self vs. stated and self vs. observed mechanisms,
we therefore restrict our analysis to those subjects whose

Page 9



CHI 2019 Paper

m None, Phase 1 @None, Phase 2
70%, Phase 2 90%, Phase 1

0.88
0.84 : I I L
08 I I I
0.76 I

072

60%, Phase 1 60%, Phase 2 70%, Phase 1
90%, Phase 2 m95%, Phase 1  ©95%, Phase 2

0.68

Agreement Fraction

0.64
Low High
Prediction Stakes

(a) Phase 1 vs. Phase 2: Agreement fraction

Switch Fraction

CHI 2019, May 4-9, 2019, Glasgow, Scotland, UK

m None, Phase 1 @None, Phase 2
70%, Phase 2 90%, Phase 1

0.6

60%, Phase 1 60%, Phase 2 70%, Phase 1
90%, Phase 2 m95%, Phase 1  ©95%, Phase 2

0.5 I

0.4

w
_—
—_

0.

0.

N

0.1
Low High
Prediction Stakes

(b) Phase 1 vs. Phase 2: Switch fraction

Figure 6: Comparing agreement fraction and switch fraction between Phase 1 and 2 across treatments in our first experiment.

Treatment N Phase 2 - Phase 1 (5) p-value
(Low stakes, Stated-60%) 75 0.035  0.014°
(High stakes, Stated-60%) 71 0.005 0.721
(Low stakes, Stated-70%) 14 0.032 0.375
(High stakes, Stated-70%) 16 0.05  0.037
(a) Agreement fraction
Treatment N  Phase 2 - Phase 1 () p-value
(Low stakes, Stated-60%) 75 0.15 1.7x107¢"
(High stakes, Stated-60%) 71 0.11 0.006"
(Low stakes, Stated-70%) 14 0.227 0.302
(High stakes, Stated-70%) 16 0.222 0.066

(b) Switch fraction

Table 1: Differences in trust between Phase 1 and Phase 2, by
treatment, for subjects in our first experiment whose own
accuracy on the tasks in Phase 1 was higher than the model’s
stated accuracy, but lower than the model’s observed accu-
racy. N denotes the number of such subjects. p-values are
reported for paired t-tests; the symbols L, and repre-
sent significance levels of 0.05, 0.01, and 0.001, respectively.

own accuracy on the tasks in Phase 1 was higher than the
model’s stated accuracy, but lower than its observed accuracy.
Tables 1a and 1b show differences in these subjects’ average
agreement fraction and average switch fraction, respectively,
between Phase 1 and Phase 2, by treatment. These subjects
appear to increase their trust between Phase 1 and Phase
2.7 Paired t-tests indicate that these increases are often sta-
tistically significant. These results provide evidence against

7We note that restricting our analysis to subjects whose own accuracy is in
a particular range may inadvertently introduce a bias toward subjects who
saw a particular set of tasks (i.e., A or B) first. We therefore calculated, for
each treatment in Table 1, the fraction of subjects whose own accuracy was
between the model’s stated and observed accuracy and who saw tasks in set
A (or B) first. The only severe imbalance was for the High-60% treatment,
where 36.6% of these subjects saw set A first and 63.4% saw set B first. A
closer look at the data suggests, though, that both groups of subjects revised
their predictions to match those of the model more often during Phase 2
than during Phase 1, which is consistent with the overall results in Table 1.
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the self vs. stated mechanism; only the self vs. observed
mechanism remains consistent with our experimental data.

Finally, we analyze the data from our second experiment
to consider evidence for and against the self vs. observed
mechanism. We find that our data are mostly consistent with
this mechanism, although we do find one exception. Specif-
ically, we would expect that for the treatment with a stated
accuracy of 90% and an observed accuracy of 55%, subjects
whose own accuracy was less than 55% would increase their
trust between Phase 1 and Phase 2; however, this was not
the case. Although we see an insignificant increase in the
average agreement fraction (§ = 0.017, p = 0.137), we also
see an insignificant decrease in the average switch fraction
(6 = —0.012, p = 0.741) and in subjects’ self-reported levels of
trust in the model (§ = —0.3609, p = 0.137). These results sug-
gest that, to the extent that subjects do compare their own ac-
curacy with the model’s observed accuracy, the effect of this
comparison can be diluted by other factors, such as the dif-
ference between the model’s stated and observed accuracies.

6 DISCUSSION

In this paper, we investigate whether the accuracy of an ML
model affects laypeople’s willingness to trust the model via a
sequence of large-scale, randomized, pre-registered human-
subject experiments. We find that a model’s stated accuracy
on held-out data affects people’s trust in the model, but that
the effect size is smaller after people observe the model’s
accuracy in practice. Furthermore, if a model’s observed ac-
curacy is low, then its stated accuracy has at most a very
small effect on people’s trust in the model. We also find that
after observing a model’s accuracy in practice, people’s trust
in the model is significantly affected by its observed accuracy
regardless of its stated accuracy. Via an exploratory analysis,
we find that after observing a model’s accuracy in practice,
people are more likely to increase their trust in the model if
the model’s observed accuracy is higher than their own accu-
racy. We do find one exception though: if a model’s observed
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accuracy is substantially lower than its stated accuracy, peo-
ple do not revise their predictions to match those of the model
after observing its accuracy in practice, even when their own
accuracy is lower than the model’s observed accuracy.

At the end of each experiment, we asked each subject for
some basic demographic information—specifically their age,
gender, and education level—via an exit survey. This infor-
mation enabled us to investigate whether people’s trust in a
model varies with their demographics. In general, we did not
find any differences between demographic groups. Of course,
it is possible that demographic information other than age,
gender, and education level might affect trust; we therefore
highlight this as a potential avenue for future exploration.

Additionally, we acknowledge that trust is notoriously
difficult to isolate and measure. In our experiments, we mea-
sured people’s trust in terms of both behavioral measures
(i.e., agreement fraction and switch fraction) and self-reports;
these approaches gave consistent results. However, due to
our experimental design (in particular, the difference be-
tween a model’s stated and observed accuracies), it is possible
that trust is affected by other factors such as surprise, confu-
sion, and cognitive dissonance, all of which may mediate the
effect of accuracy. Further research is needed to carefully de-
termine whether this is the case. It would also be interesting
to see whether people trust a model more when there is no
difference between its stated and observed accuracies.

Our results offer a number of actionable implications for
the human-computer interaction and ML communities to
improve the trustworthiness of ML. First, our results high-
light the need for designers of ML systems to clearly and
responsibly communicate their expectations about model
performance, as this information shapes the extent to which
people trust a model, both before and after they are able
to observe and interact with it in practice. Moreover, our
experiments also show that people put substantial weight
on their own interactions with a model when deciding how
much to trust it, even if their interactions are limited to a few
prediction tasks. This behavior is likely desirable in settings
where there is a substantial mismatch between held-out data
and real-world use cases, meaning that a model’s stated per-
formance on held-out data does not accurately reflect its
performance post deployment. However, a model’s observed
performance on a small set of prediction tasks is not neces-
sarily a good indicator of its average performance in practice.
It is therefore important for designers of ML systems to con-
vey the uncertainty inherent in performance calculations
based on a small set of prediction tasks so that people do not
mistakenly distrust an accurate model if its performance on
the first few prediction tasks they observe in practice is low.

More broadly, it is crucial for designers of ML systems
to properly communicate the uncertainty that is baked into
every ML prediction. How best to achieve this goal is an area
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for future research, but could mean, for example, accompany-
ing a model with a summary of characteristics of the data on
which it was trained and evaluated in order to help end users
reason about scenarios in which the model is most likely
to achieve its stated performance on held-out data [10, 19].
This may help end users develop a better sense of how sys-
tematic discrepancies between evaluation and deployment
environments might affect performance. In particular, we
highlight the importance of further human-computer in-
teraction research aimed at helping laypeople understand
uncertainty. For example, visualization techniques could help
people infer a model’s expected performance post deploy-
ment from its stated and observed accuracies. Additional
studies should be conducted to understand how the ways
that accuracy is expressed (e.g., different ways to put accu-
racy in context/perspective) affect people’s trust in a model.
Our finding that people are more likely to increase their
trust in a model if the model’s observed accuracy is higher
than their own accuracy suggests a simple real-world inter-
vention that can be used to encourage appropriate levels of
trust in a model: ask people to make predictions themselves
before using the model so that they can assess how good
they are the tasks in question. By doing so, they will be better
able to determine how much they should trust the model.
We note that proper caution should be used when gen-
eralizing our results to other settings. Because we focused
on asking laypeople, recruited on Amazon Mechanical Turk,
to make predictions about speed dating events, our results
may not hold for settings where, for example, significant
domain expertise is required or where the stakes are espe-
cially high (e.g., doctors making life-or-death decisions). In
addition, subjects observe the model’s accuracy in practice
during a relatively short time window. Investigating how
accuracy affects trust over repeated interactions, spanning
a much longer time period, is therefore an important direc-
tion to explore. For example, how long does it take people
to detect that a model’s stated accuracy on held-out data is
substantially different from its accuracy post deployment?
Ultimately, our work highlights a pressing need for more
experimental studies aimed at understanding people’s in-
teractions with different components of the ML pipeline,
thereby expanding the umbrella of interpretable machine
learning beyond its current focus on model internals. We
hope this paper will inspire more work in this direction.
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