Reminders & Announcements

• The course midterm will be on Tuesday in class
  • The exam will cover all of Chapters 1–3 except for 3.3
  • Emphasis will be on Chapters 1 and 2
  • One double-sided sheet of hand-written notes allowed
  • No other notes, books, calculators, cell phones, etc.
  • Best way to prep is to practice problems from the book
Reminders & Announcements

• Homework 3 has been posted – these problems are also good practice for the exam

• Bring lots of questions to section tomorrow
Today…

- Bounds on probabilities
  - Markov Inequality
  - Chebyshev Inequality
- Applying these bounds to sample means
  - The (weak) law of large numbers

These ideas play a central role in inference, statistics, and machine learning when we want to learn from data!
Motivation: The Sample Mean

Suppose we would like to estimate the president’s approval rating. We ask \( n \) random voters whether or not they approve of the president, and use the fraction of voters who say that they approve as our estimate.

How accurate is our estimate as a function of \( n \)?
Motivation: The Sample Mean

Suppose we would like to estimate the president’s approval rating. We ask $n$ random voters whether or not they approve of the president, and use the fraction of voters who say that they approve as our estimate.

How accurate is our estimate as a function of $n$?

What if we want to know more than just mean and variance?
Markov Inequality

Theorem: If a random variable $X$ can only take nonnegative values, then for all $a > 0$, 

$$P(X \geq a) \leq \frac{E[X]}{a}$$
Markov Inequality

Theorem: If a random variable $X$ can only take nonnegative values, then for all $a > 0$,

$$P(X \geq a) \leq \frac{E[X]}{a}$$

Translation: If a nonnegative random variable has a small mean, then the probability that it takes on a large value must also be small.
Shuffle Mode

Suppose you have $n$ songs on your MP3 player. In shuffle mode, songs are picked uniformly at random. Let $X$ be a random variable representing the number of songs that play in shuffle mode before you have heard each of the $n$ songs once.
Shuffle Mode

Suppose you have $n$ songs on your MP3 player. In shuffle mode, songs are picked uniformly at random. Let $X$ be a random variable representing the number of songs that play in shuffle mode before you have heard each of the $n$ songs once.

First question: What is $E[X]$?
(Where have we seen a problem like this before?)
Suppose you have \( n \) songs on your MP3 player. In shuffle mode, songs are picked uniformly at random. Let \( X \) be a random variable representing the number of songs that play in shuffle mode before you have heard each of the \( n \) songs once.

First question: What is \( E[X] \)?
(Where have we seen a problem like this before?)

What is the probability that \( X \geq a \)?
Shuffle Mode

Suppose \( n = 1000 \)
Then \( E[X] \approx n \ln(n) = 6908 \), and we have…

\[
\begin{align*}
P(X \geq 10,000) & \leq 0.7 \\
P(X \geq 20,000) & \leq 0.35 \\
P(X \geq 50,000) & \leq 0.14
\end{align*}
\]
Markov Inequality Is Not Tight

Suppose $X$ is uniformly distributed in $[0,4]$

• What does the Markov inequality say about $P(X \geq 2)$?
• What about $P(X \geq 3)$ and $P(X \geq 4)$?
Markov Inequality Is Not Tight

Suppose $X$ is uniformly distributed in $[0,4]$

- What does the Markov inequality say about $P(X \geq 2)$?
- What about $P(X \geq 3)$ and $P(X \geq 4)$?

But it can still be useful!
Chebyshev Inequality

Theorem: If $X$ is a random variable with mean $\mu$ and variance $\sigma^2$, then for any $c \geq 0$,

$$P(\mid X - \mu \mid \geq c) \leq \frac{\sigma^2}{c^2}$$
Chebyshev Inequality

Theorem: If $X$ is a random variable with mean $\mu$ and variance $\sigma^2$, then for any $c \geq 0$,

$$P(|X - \mu| \geq c) \leq \frac{\sigma^2}{c^2}$$

Translation: If a random variable has small variance, then the probability that it takes a value far from its mean must also be small.
Chebyshev Inequality

Theorem: If $X$ is a random variable with mean $\mu$ and variance $\sigma^2$, then for any $c \geq 0$,

$$P(\mid X - \mu \mid \geq c) \leq \frac{\sigma^2}{c^2}$$

Translation: If a random variable has small variance, then the probability that it takes a value far from its mean must also be small.

(Note that $X$ does not have to be nonnegative here)
Suppose you have $n$ songs on your MP3 player. In shuffle mode, songs are picked uniformly at random. Let $X$ be a random variable representing the number of songs that play in shuffle mode before you have heard each of the $n$ songs once.

How likely is it that $|X - E[X]| > c$?
Suppose $n = 1000$
Then $E[X] \approx n \ln(n) = 6908$, and we have…

$$P(|X-E[X]| \geq 2000) \leq 0.42$$
$$P(|X-E[X]| \geq 5000) \leq 0.07$$
Suppose you have $n$ songs on your MP3 player. In shuffle mode, songs are picked uniformly at random. Let $X$ be a random variable representing the number of songs that play in shuffle mode before you have heard each of the $n$ songs once.

How likely is it that $|X - E[X]| > c$?

Can use this to get much tighter bounds on $P(X \geq a)$
Suppose \( n = 1000 \)

Then \( E[X] \approx n \ln(n) = 6908 \), and we have…

\[
\begin{align*}
    \Pr(|X-E[X]| \geq 2000) & \leq 0.42 \\
    \Pr(|X-E[X]| \geq 5000) & \leq 0.07 \\
    \Pr(X \geq 10,000) & \leq \Pr(|X-E[X]| \geq 3092) \leq 0.17 \\
    \Pr(X \geq 20,000) & \leq \Pr(|X-E[X]| \geq 13,092) \leq 0.001
\end{align*}
\]

Much tighter than Markov in this case…
Chebyshev is Still Not Tight

Suppose $X$ is uniformly distributed in $[0,4]$

- What does Chebyshev say about $P(|X - 2| \geq 1)$?
Suppose we would like to estimate the president’s approval rating. We ask \( n \) random voters whether or not they approve of the president, and use the fraction of voters who say that they approve as our estimate.

- What is the probability that our estimate differs from the true approval rating by more than \( \varepsilon \)?
The Sample Mean

Suppose we would like to estimate the president’s approval rating. We ask $n$ random voters whether or not they approve of the president, and use the fraction of voters who say that they approve as our estimate.

• What is the probability that our estimate differs from the true approval rating by more than $\varepsilon$?

• If we would like to have high confidence (say, 95%) that our estimate is very accurate (say, within 0.01 of the true approval rating), how many random voters must we poll?
The Sample Mean

We can generalize the idea of the sample mean to other sequences of independent identically distributed random variables $X_1, X_2, \ldots, X_n$ too…
Law of Large Numbers

Theorem: Let $X_1, X_2, \ldots$ be independent identically distributed random variables with mean $\mu$. For every $\varepsilon > 0$,

$$P\left(\left| \frac{X_1 + \ldots + X_n}{n} - \mu \right| \geq \varepsilon \right) \to 0 \quad \text{as} \quad n \to \infty$$
Law of Large Numbers

Theorem: Let $X_1, X_2, \ldots$ be independent identically distributed random variables with mean $\mu$. For every $\varepsilon > 0$,

$$P\left( \left| \frac{X_1 + \ldots + X_n}{n} - \mu \right| \geq \varepsilon \right) \to 0 \quad \text{as} \quad n \to \infty$$

Translation: as the size of our sample gets very large, the probability that the sample mean is very close to the true mean goes to 1.
Law of Large Numbers

Theorem: Let $X_1, X_2, \ldots$ be independent identically distributed random variables with mean $\mu$. For every $\varepsilon > 0$, 

$$P\left( \left| \frac{X_1 + \ldots + X_n}{n} - \mu \right| \geq \varepsilon \right) \to 0 \quad \text{as} \quad n \to \infty$$

Translation: as the size of our sample gets very large, the probability that the sample mean is very close to the true mean goes to 1.

(Note that we can make $\varepsilon$ as small as we want.)